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ABSTRACT

This thesis engages in solving problem of collecting media files from differ-
ent sources in the network, identify them, sort them and make them available
to other devices in the network. Identification and removal of duplicates and
gathering additional information such as author, album, date, etc.

This thesis is divided into two parts. In the first part a technology and mar-
ket overview of existing devices, software and similar solutions can be found.

The second part introduces one solution and shows the implementation of
such solution. Further possibilities of the implementation will be also discussed.

ABSTRAKT

Tato diplomové prace se zabyvé feSenim problému se sbérem multimedial-
nich soubort z riznych zdrojt v pocitacové siti, jejich identifikaci, jejich fazenim
a jejich zpiistupnénim pro ostatni zafizeni v pocitacové  siti.
Identifikaci a odstranénim duplicit a ziskdvanim dodate¢nych informaci o mul-
timedidlnich souborech jako je autor, album, datum, atd.

Prace je rozdélena do dvou €asti. V prvni ¢asti jsou uvedeny dostupné tech-
nologie o existujicich zafizenich, software a podobné feseni problému dostupna
na trhu.

Ve druhé c¢asti je pfedstaveno feSeni a ukdzdna jeho implementace. Na
konci této €4sti jsou také uvedena moznd rozsifeni a vylepSeni navrzené imple-
mentace.

Keywords: Digital Living Network Alliance (DLNA), DLNA server, content aggre-
gator, media files meta data
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Part 1. - Research

This part focuses on the prerequisite knowledge and technologies needed
to the actual implementation of the prototype software.

First, a brief introduction of the Digital Living Network Alliance (DLNA) and
the Universal Plug and Play (UPnP), as representatives of the core technologies,
is present.

Next, commonly used and for the purpose of this thesis suitable image for-
mats, audio and video codecs and container formats are described.

Finally, a look at the current market, collection and description of devices
and software competitive to the DLNA Aggregator is done. Also a home envi-
ronment example is introduced for testing purpose of the the implementation
of the prototype software.






1 INTRODUCTION

1 Introduction

This thesis introduces a Network Content Aggregator for DLNA Server and re-
lated technologies, media container formats, media codecs and available 34
party software and libraries. From those some of the 3" party software and li-
braries are selected and used in the implementation of the software prototype.

An overview of the current market state and the existing devices and soft-
ware competitive to the DLNA Server or the DLNA Aggregator is present in the
first part of this thesis.

On the end of the first part, before the software prototype will be intro-
duced, a typical home environment example is given. This example is used as a
specimen of a typical household and a target environment of such software.

The second part of this thesis deals with the implementation of the software
prototype and related requirements such as 3™ party libraries. A description
of the different media types and the way how to gather additional information
from them (e.g. author, album, date, etc.) is present in Section 5 {Shared Media
Types’ on page 41|

The way how the media files are collected from the different devices in the
network and with that related problems (e.g. identification, duplicates, etc.) is
described in|Section 6 {Collecting Media Files’ on page 49,

One of the tasks given by the Quanmax AG company was to elaborate about
two different network topologies and find out their usability in such software.
Those topologies and their possibilities are elaborated in Section 7 {Topology’
on page|57.

The prototype architecture description and the application user guide are
present on the end of the second part in Section 8| Prototype Architecture’ on
page 59 and Section 9 ‘Application User Guide' on page 71. The Unified Mod-
eling Language (UML) diagrams of the implementation can be found in the|Ap-|
pendix Al {Prototype UML Diagrams’ on page 85.

The conclusion and proposal of an extension and an improvement of the
software prototype is present on the end of this document in Section 10| ‘{Con-

on page 77

1.1 Goal

The goal of this thesis it to implement a prototype of a DLNA Aggregator, which
is able to aggregate media files from different devices in the network. The pro-
totype introduces an architecture, which makes it easy to implement additional
device types and extend the ability of the DLNA Aggregator.



1 INTRODUCTION 1.2 Tasks

The prototype application includes a simple GUI which allows to control

the DLNA Aggregator, go through the aggregated media files and display the de-
tails of those files.

Some of the aggregators may require configuration. In the current imple-

mentation only the Samba (SMB) aggregator and the Local File System (LocalFS)
aggregator do need this. The application prototype allows to configure such ag-
gregators using the GUI.

1.2

1.

Tasks

Get familiar with the current market around DLNA devices and server
software.

Analyze current used technologies i.e. codecs, container formats for gath-
ering meta-data.

. Get familiar with the DLNA (class devices, technology components, soft-

ware).

. Define a media content gathering proposal.
. Implement a software prototype and evaluate the proposal.



2 TECHNOLOGIES

2 Technologies

2.1 Digital Living Network Alliance (DLNA)

The DLNA is a non-profit cross-industry organization of leading companies in
the customer electronics, computing, mobile devices and service provider in-
dustries. The goal of this alliance is using a standards-based technology to make
easier for customers to use and share media content (i.e. videos, music, photos,
etc.) [11].

One of the key technology of the DLNA is the UPnP Device Control Pro-
tocol Framework (DCP) , which simplifies the device networking and is the se-
lected device discovery and control solution for digital home devices [11]. This
technology will be described more in detail in Section 2.3| {Universal Plug and
Play (UPnP)’ on page 9,

Next key technology component used through UPnP technology is Internet
Protocol (IP) . IP is supported by a wide range of devices and is based on industry
standard specifications. IP can connect any device to the internet and allows
application to communicate transparently [11].

Media Format and Transport Model is another key technology intended
to achieve a baseline for the network interoperability. While improvements in
media codecs and formats are being encouraged, the DLNA media format sup-
port applies for media content that is being transported between server de-
vice (Digital Media Server (DMS) or Mobile Digital Media Server (M-DMS)) and
player/renderer device (Digital Media Player (DMP), Mobile Digital Media Player
(M-DMP), Digital Media Renderer (DMR), etc.)[11]. The DLNA devices can be
divided to two categories: The Home Network Devices (HND) and the Mobile
Handheld Devices (MHD) (both will be described in detail in/Section 2.2 {DLNA|
Certified Device Classes/ on page 7). For both of those categories a set of re-
quired and a set of optional media formats is defined for each of the three media
classes (audio, video and image). Required and optional formats for this pur-
pose for both HND and MHD can be seen in Table 2| {Supported DLNA Media
on page 20,

The Media Container Formats are discussed in detail in Section 2.4/ {Con-|
tainer Formats’ on page|12. A list with the description of the Audio Codecs is
available inSection 2.5 ‘Audio Codecs’ on page|15| In/Section 2.6/ Video Codecs’
on page 17|is a detailed list of Video Codecs. Image Formats are described in
Section 2.7 {Image Formats' on page|18,

Every DMS, DMP, DMR, Digital Media Printer (DMPr), M-DMS and M-DMP
device has to support all the required media formats listed in Table 2 ‘Supported
DLNA Media Formats[11]’ on page 20. Every DMS, DMP, M-DMS, M-DMP and
Mobile Digital Media Downloader (M-DMD) device may support any of the op-
tional format listed in that table. Also any of DMP, M-DMP, DMR, M-DMD and
DMPr has to be able to receive content from any DMS or M-DMS [11].
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MP3, JPEG,
Media Formats LPCM, MPEG2,
MPEG4 AAC LC,
AVC/H.264
[ UPNnP AV 1.0 ]
Device Discovery
control and UPNP Device

Media Management .
Architecture 1.0

™,

HTTP (mandatory)
Media transport and
RTP (optional)

pu

p
Network Stack L IPv4 Protocol Suite J

Wired: 802.3i, 802.3u
Network Connectivity Wireless: 802.11a/b/g
Bluetooth

Figure 1: DLNA Interoperability Guidelines Building Blocks[11]

The DMS or M-DMS has on the other hand be able to decode as many
Codecs and Container Formats' as possible and transcode them at least to the
set of Required Formats. However the Digital Media Aggregator (DMA) needs
knowledge about those Codecs and Formats only for the purpose of metadata
(e.g. author, album, year, etc.) extraction.

Media Management, Distribution, and Control is the next key technol-
ogy. It allows the devices to identify, manage and distribute the media content
in the network and is provided by the UPnP Audio/Video technology (see
tion 2.3.1/{UPnP Audio and Video standards’ on page 11)[11].

There are other technologies used by the DLNA, however they are out of the
scope of this thesis. The building blocks of the DLNA interoperability guidelines
can be seen in Figure 1 ‘DLNA Interoperability Guidelines Building Blocks[11]".

IThe difference between Codec and Container Format will be explained in Section 2.4

tainer Formats| on pagem
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2.2 DLNA Certified Device Classes

DMS)q

DMC)  (DMP

(M-DMP) (M-DMC) DMPr ) (M-DMD) (M-DMU)

Figure 2: DLNA Classes Relations

The DLNA divides devices into 12 different classes in 3 main device categories[11].
The relations between the DLNA Certified Device Classes can be seen in
lure 2 {IDLNA Classes Relations/.

2.2.1 Home Network Devices (HND)

Digital Media Server (DMS) stores the media content (e.g. music, video, im-
ages, etc.) and makes it available to all the devices in the wired and/or wireless
network like DMR or DMP. These devices are for example computers or Network
Attached Storage (NAS) [11]. The DMS can also have transcodingﬂ capabilities
and can also include a DMA.

Digital Media Controller (DMC) plays content, which it finds on DMS or DMR.
Digital Media Controller (DMC) can be a Tablet, Personal Digital Assistant (PDA),
etc.[11].

Digital Media Player (DMP) provides rendering of content which it finds on
a DMS. A DMP can be for example a TV, home theatre, stereo, projector, PCs,
monitors, etc.[11]. ADMP can provide one or more of the rendering capabilities:
image and/or video rendering and/or audio playback. For example an image
frame provides only image rendering. A HiFi provides only audio playback. But

ITranscoding is digital-to-digital converting method[24] of potentially unsupported media for-
mat into supported one for the DMP or DMR on the fly. This functionality has big advantage be-
cause there are lot of different, not always supported, media formats circulating around but only
certain of them are supported by the amount of devices on the market.
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a TV provides both audio and video rendering and additionally may provide also
image rendering.

Digital Media Renderer (DMR) plays content received from a DMC. This can
be also a TV, audio/video receiver etc.[11]. The DMC does not provide any actual
content to the DMR, it just tells the DMR to pull certain media content from a
DMS and play/render it. The difference between DMP and DMR is that a DMR
needs to be told what to play by a DMC, but DMP can control itself alone without
a DMC.

Digital Media Printer (DMPr) provides printing of media like pictures or doc-
uments. Generally, a DMP or DMC with print capability can print on a DMPr
[11].

2.2.2 Mobile Handheld Devices (MHD)

Mobile Digital Media Server (M-DMS) is a wireless device, which stores media
content (i.e. music, video, images) and makes it available to all devices in the
wired/wireless network like M-DMP, DMR, DMP or DMPr. These devices are
for example cell phones or portable music players[11].

Mobile Digital Media Controller (M-DMC) is a wireless devices that can find
content on a DMS or M-DMS and send it to a DMR. Examples: PDA and cell
phones [11].

Mobile Digital Media Player (M-DMP) can find and play content from other
DLNA devices in DMS or M-DMS class. A M-DMP can be for example a cell
phone, tablet, netbook, etc. [11].

Mobile Digital Media Uploader (M-DMU) is a wireless devices able to send/upload
content to a DMS or M-DMS. A Mobile Digital Media Uploader (M-DMU) is for
example a digital camera or a cell phone [11].

Mobile Digital Media Downloader (M-DMD) is a wireless devices, which down-
loads and stores content from a DMS or M-DMS. A M-DMD can be for example
a cell phone or a portable music player[11].

2.2.3 Home Infrastructure Devices (HID)

Mobile Network Connectivity Function (M-NCF) is a device, which provides a
bridge between a mobile handheld device network connectivity and home net-
work connectivity[11].
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Media Interoperability Unit (MIU) is a device, which provides content trans-
formation between required media formats for home network and mobile hand-
held devices[11].

2.2.4 Digital Media Aggregator (DMA)

Digital Media Aggregator or DLNA Aggregator is not a specified DLNA certified
class. It is a part of a DMS and therefore it has strong relation to that class. In
the document DMS will be used if the context is related to the whole server and
DMA if the context is related only to the aggregator part of the DMS only.

The DMS or M-DMS is in general responsible for:

Content acquisition, recording and storing.
Content protection enforcement.
Content distribution to other DLNA devices in the network.
Content aggregation (DMA).
Device & media management.
. in addition a DMS may provide DMP capabilities, media transcoding
and a user interface

A DMA as a part of a DMS is expected to provide:

Knowledge about available devices in the network.
Knowledge about relevant content in the network.

Access to content on available devices in the network.
Announce appeared devices in the network.

Announce disappeared devices from the network.
Announce content changes on the devices in the network.
Metadata gathering (e.g. author, album, date, etc.).

2.3 Universal Plug and Play (UPnP)

The UPnP technology is a set of networking protocols for network devices sup-
ported by the UPNP Forum. The UPnP enables seamless discovery and estab-
lishing of services for data sharing to devices in the network and is indepen-
dent of any programming language, operating system or network technology
(i.e. Ethernet, FireWire, IrDA, Bluetooth, Wi-Fi, etc.). The target of the UPnP are
home networks, proximity networks, small businesses and commercial buildings[53].
The UPnP Device Control Protocol Framework (DCP) allows to the devices
in the network discovering each other and comunicate seamlessly. It is a dis-
tributed and open technology based on standard such as Transmission Control
Protocol (TCP)/IP, User Datagram Protocol (UDP), Hypertext Transfer Protocol
(HTTP), Extensible Markup Language (XML), etc. The UPnP architecture sup-
ports automatic network configuration, which means that every UPnP compat-
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ible device from any manufacturer can dynamically connect to the network, ob-
tain its IP address, announce its abilities on request and discover the abilities of
other devices in the network. The Dynamic Host Configuration Protocol (DHCP)
and the Domain Name System (DNS) servers are optional and are used only if
they are available in the network. The UPnP devices can leave the network with-
out leaving any undesirable state informations behind[53].

The DCP defines the protocol for communication between the devices in
the network. The DCP uses the stack shown in Table 1/{UPnP Architecture (DCP)
stack [22] for discovery, control, eventing and presentation. On the top of the
stack, messages contain only vendor specific information which are supplemented
by the UPnP Forum information and hosted in the UPnP specific protocol such
as Simple Service Discovery Protocol (SSDP), General Event Notification Archi-
tecture (GENA) and Simple Object Access Protocol (SOAP). Those messages are
delivered by the HTTP, either multicast or unicast over the UDP or standard
HTTP over the TCP. The HTTP messages are then delivered over the IP [22].

UPnP vendor

UPnP Forum

UPnP Device Architecture (DCP)
SSDP, SOAP, GENA

HTTP

UDP, TCP

1P

Table 1: UPnP Architecture (DCP) stack [22]

The DCP defines two device classes: the Controlled Devices and the Con-
trol Points, where the role of a Controlled Device is responding to requests from
Control Point. In one network endpoint multiple Controlled Devices and/or
Control Points can run simultaneously[22].

The DCP works in couple steps. In the so called Step 0, named Addressing,
the device will try to receive an address from a DHCP server if such server is
present in the network. If no DHCP server is present the device will assign itself
an IP address using AutolIP in the 169.254/16 range except of the first and last
256 addresses which are reserved and must not be used[22].

A successfully assigned IP address enables Step 1, which is called Discovery.
In this step Control Points can find other Controlled Devices in the network[22].

If an "interesting" Controlled Device is found the Control Point will need to
know the abilities of such device, which can be done in Step 2 called Descrip-
tion. By sending a HTTP request to the Descriptor URL of the targeted Con-
trolled Device a XML file with the description of all Embedded Devices, services,
vendor-specific information, etc. will be sent back in the response [22].

Step 3 in the UPnP networking is Control. A Controlled Device can be con-

10
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trolled by a Control Point if that Control Point has discovered the Controlled
Device and has received the XML description file from it. From the XML de-
scription file the Control Point knows how to control the Controlled Device and
can send control requests to the Controlled Device. Such requests can change
the values of state variables of the Controlled Device depending on the concrete
implementation[22].

Eventingis Step 4 in the UPnP networking which allows listening for changes
of state variables of a Controlled Device. Any Control Point device may sub-
scribe to receive event messages with these information. An event message con-
tains the name of one or more state variables and the current value of those vari-
ables expressed in a XML using GENA [22].

Last, Step 5 is about Presentation which does not have to be present on
every device. But if the Controlled Device will provide a URL for presentation,
it can be loaded into a browser. The page can show state of the device and/or
its state variables and it can allow to control the Controlled Device from that
page. What the presentation page shows and allows to control, depends on the
capabilities of that presentation page [22].

2.3.1 UPnP Audio and Video standards

The DCP divides devices into couple categories such as Audio/Video, Basic, De-
vice Management, Home Automation, Networking, Printer, Remote Access, Re-
moting and Scanner. For the purpose of this thesis a closer look on the UPnP
Audio and Video category[56] will be introduced.

The UPnP A/V category is one of the DLNA key technologies. It includes
following device and service templates:

UPnP MediaServer is adevice template that provides media content (using Con-
tent Directory) to other UPnP devices in the network[35].

UPnP MediaRenderer is a template that defines a general-purpose device tem-
plate that can be used to instantiate any device that is capable of render-
ing AV content from the network. It provides also a set of controls for the
Control Point to control specified rendering options of AV content (e.g.
brightness, contrast, volume, etc.)[34].

UPnP ConnectionManager is a service template that provides modelling of stream-
ing capabilities of an AV devices and binding of those capabilities between
devices[20].

UPnP ContentDirectory provides a mechanism to browse content on the server
and obtain detailed information about the content objects[36].

UPnP Rendering Control is a service template, which provides Control Points
with the ability to query and/or adjust any rendering attribute that the
device supports[37].

11
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UPnP AVTransport is a service template, which provides control over the trans-
port of audio and video streams[15].

2.3.2 UPnP ContentDirectory Service Template

The most important template from the list of UPnP Audio and Video standards
for the DMA is the ContentDirectory template. This service allows the Control
Points to enumerate the list of content (i.e. audio, video and still image files)
on the device. It provides detailed information about each item, such as author,
album, year, etc. It also enables searching and filtering capabilities.

Most commonly is this service present on a UPnP MediaServer and allows
to access files from a remote UPnP device. This allows the user to play or ren-
der media content from a variety of devices without direct interaction with the
device containing the content.

2.4 Container Formats

The difference between Container Format and Codec is that Container Format
(i.e. AVI, MKV, MOV, WMV, etc.) specifies how the data streams (one or more
audio, video and/or other streams like subtitles or other data) inside a file are
organized, but how the actual data are represented is specified by the concrete
Codec. Codecdescribes how video or audio data are encoded (compressed) and
how they should be decoded (decompressed). Theoretically any Codec can be
used in any Container Format but sometime there are license restriction for a
certain Codecto a certain Container Format (e.g. Windows Media Video (WMYV)
is only used in Windows Media files). List of most commonly used and sup-
ported Container Formats will follow further in this section.

Table 4/ Media Container Formats Comparison’ on page 22 shows a com-
parison of the chosen Container Formats with focus on the relevant data ac-
cording to this thesis. For better orientation Table 5 Media Container Formats|
and Audio Codecs Support’ on page 23 and Table 6 ‘Media Container Formats|
and Video Codecs Support’ on page|24 shows the possible usage of the different
Codecs in chosen Container Formats. In those tables the symbol “X” stands for
present support and the symbol “-” stands for absent support. If the support is
composed of distinct values, those values are represented in the table cells as
comma-separated values.

Audio Interchange Format File (.AIFF, .AIF) isa Container Formatco-developed
by AppLE INCORPORATED and based on more general Interchange File Format (IFF)
used on Amiga systems. Audio Interchange Format File (AIFF) is popular on
MacOS and UNIX systems. It can contain only one, by default uncompressed
Pulse-Code Modulation (PCM) audio stream. There is also a variant support-
ing compression using various Codecs such as MPEG-1,2 Audio Layer I1I (MP3) .
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This Containeris divided into a number of chunks each identified by Four Char-
acter Code (FourCC) :

Common Chunk (required)
Sound Data Chunk (required)
Marker Chunk

Instrument Chunk
Comment Chunk!

Name Chunk!

Author Chunk!

Copyright Chunk!
Annotation Chunk!

Audio Recording Chunk
MIDI Data Chunk
Application Chunk

ID3 Chunk!|

Advanced Systems Format ((WMYV, .WMA, .ASF, .ASX) is a MiCROSOFT CORPO-
RATION proprietary digital audio/digital video container format, which typically
uses WMV Codec for video encoding and Windows Media Audio (WMA) Codec
for audio streams, but in general can use any codec for both stream types. It
supports streaming video over network and can contain one or more media (i.e.
audio and/or video) streams. It uses own tagging format for metadata called ASF
Tags[18].

Audio Video Interleave (.AVI) introduced by MICROSOFT as a part Video for
Windows (VfW) technology and can contain multiple audio and video streams.
The file is divided into chunks identified by FourCC code. Metadata can be
stored in an optional INFO chunk[1] or in an embedded Extensible Metadata
Platform (XMP) [28]. This Container Format may contain any audio/video data
inside the chunks using virtually any Codec. This Container Format was not in-
tended for streaming[64].

DivX Media Format (.DIVX) developed by DivX, INCORPORATED includes fol-
lowing features:

Interactive video menus.
Multiple subtitles (XSUB).
Multiple audio tracks.
Multiple video streams.
Chapter points.

IChunks containing useful metadata for the DMA

13



2 TECHNOLOGIES 2.4 Container Formats

e Other metadata (XTAG)',
e Multiple format.
o Partial backwards compatibility with Audio Video Interleave (AVI) .

Video streams are encoded using one of two DivX Codecs; the regular MPEG-
4 Part 2 DivX codec and the H.264/MPEG-4 AVC DivX Plus HD codec. Audio
streams can be encoded using various audio codecs like MP3, Audio Codec 3
(AC-3), MPEG-2,4 Advanced Audio Coding (AAC), etc.[19].

Flash Video (.FLV, .F4V) was originaly developed by MACROMEDIA INCORPO-
RATED and now by ADOBE SysTEMS INCORPORATED. The Flash Video (FLV) is used
to deliver video over the internet using Adobe Flash Player. The FLV can be also
embedded within a ShockWave Flash (SWF) file. This Container Format uses
Sorenson Spark, VP6 or H.264 Codecs for video stream and MP3, Adaptive Dif-
ferential Pulse-Code Modulation (ADPCM) , AAC, Nellymoser or High-Efficiency
Advanced Audio Coding (HE-AAC) for audio stream. FLV has own proprietary
support for metadata[29].

Matroska (.mkv) is an open multimedia format which use Extensible Binary
Meta Language (EBML) to provide extendibility for future format changes. The
Matroska File Format (MKV) can use various Codecs for encoding video and
audio streams and implement own proprietary tagging system using the EBML
[52].

MPEG-1, MPEG-2 (.MPG, .MPEG, .MPE) are a formats designed by the INTER-
NATIONAL STANDARD ORGANIZATION (ISO) and used in Video CDs (VCD). This con-
tainer is protected by a patent and cannot store any metadata or tags. Video
stream is encoded with MPEG-1 or MPEG-2 codec and audio stream with MP3
codec|[2].

MPEG-4 (.MP4) is based on ISO Base Media File Format [8] developed by ISO
and can contain video and audio streams, subtitles and still images. This con-
tainer format allows to stream media over the internet. Video streams can be
encoded using MPEG-4, MPEG-2 or MPEG-1 codec and audio can be encoded
using AAC, MP3, etc. Metadata may be stored using the format defined by the
standard or using XMP [9].

Ogg (.0ogg) is maintained by the XipH.OrRG FouNDATION and can multiplex a
number of independent streams for audio, video, text and metadata. In this con-
tainer format Free Lossless Audio Codec (FLAC) , OggPCM, Vorbis or Speex codec
can be used to encode audio streams, MPEG-4, DivX, Xvid, RealVideo, WMV or

IFeature containing useful metadata for the DMA
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2 TECHNOLOGIES 2.5 Audio Codecs

Dirac codec can be used to encode video streams. Metadata can be stored us-
ing Continuous Media Markup Language (CMML) , Ogg Skeleton or Xiph Com-
ments[61].

QuickTime (.MOV, .QT) was introduced by AppLE and contains one or more
tracks, each of which stores a particular type of data such as audio, video, text,
etc. Track can either contains an encoded media stream or a reference to a me-
dia stream in another file. The advantage of the fact that the track can be just
a reference to a stream in another file makes this contaner format more suit-
able for editing media content than the others. QuickTime (QT) uses the same
Codecs for encoding video and audio streams as MPEG-4 container but has less
support especially on hardware devices because it is not an International Stan-
dard like MPEG-4 Container Format. It uses own proprietary tagging system[14].

RealMedia (.RM,.RMVB) wasintroduced by REALNETWORKS INCORPORATED and
uses RealVideo codec for video and RealAudio codec for audio streams. RealMe-
dia (RM) is supported on many platforms (e.g. Windows, Mac, Linux, Solaris,
etc.)[48] however could be played in the past only on extremely proprietary Re-
alPlayer. But nowadays, for example the open-source ffmpeg[21] library can
play RealVideo without RealPlayer or any parts thereof. This format is suitable
for use as a streaming media format and supports both Constant Bitrate (CBR)
and Variable Bitrate (VBR) encoding.

Video Object (.VOB) is a container format designed for DVD Video and can
contain video stream, multiple audio streams, subtitles, menu and navigation
content. Itis based on MPEG Program Stream (specified in MPEG-1 Part 1[2] and
MPEG-2 Part 1[5]). Video stream can be encoded using H.262/MPEG-2 Part 2 or
MPEG-1 Part 2 codec and audio streams using MPEG-1 Audio Layer II, MPEG-2
Audio Layer II, PCM , AC-3 or Digital Theatre Systems (DTS) codec. Information
about the location of audio and video streams, chapters, etc. in a Video Object
(VOB) are stored in separate info (.IFO) and info backup (.BUP) file.

Windows WAVE audio ((WAV) was developed by MiCROSOFT and INTERNATIONAL
BuUsINESS MAcCHINES (IBM). Windows Wave Audio (WAV) is similar to AIFF and
contains usually uncompressed Linear Pulse-Code Modulation (LPCM) audio
stream. This format is popular on Windows systems.

2.5 Audio Codecs

A list of audio codecs will be introduced in this section. Because of the large
number of available codecs, only commonly supported audio codecs will be in-
cluded in this overview.
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2 TECHNOLOGIES 2.5 Audio Codecs

MPEG-2,4 Advanced Audio Coding (AAC) isastandard developed by the Mov-
ING PicTures ExPERT GrROoUP (MPEG) . AAC allows to encode five full-bandwidth
channel audio signals at data rates of 320kbps for ITU-R indistinguishable qual-
ity [7]. There is also a HE-AAC version.

Audio Codec 3 (AC-3) isadigital compression algorithm described by the UNITED
STATES ADVANCED TELEVISION SYSTEMS COMMITTEE (ATSC) and can encode from
one to five full-bandwidth audio channels, along with a low frequency enhance-
ment channel. Data rates can be between 32kbps and 640kbps [55].

Apple Lossless Audio Codec (ALAC) is a proprietary lossless audio compres-
sion scheme introduced by ApPLE.

MPEG-4 Audio Lossless Coding (ALS) was described by ISO as lossless coding
for digital audio signals with up to 65535 channels support [10].

Digital Theatre System (DTS) was developed by DTS INCORPORATED and is a
lossless audio codec with variable data rates up to 24.5Mbps. It can encode up
to 7 channels and one low frequency enhancement channel [33].

Free Lossless Audio Codec (FLAC) was developed by XipH.OrRG FOUNDATION
and as the name suggest its a lossless audio codec. It can encode up to 8 chan-
nels and it uses Xiph Comments tags for storing metadata [60].

MPEG-1,2 Audio Layer 3 (MP3) isalossyaudio codec described by ISO as part
of MPEG-1 [4] and MPEG-2. Metadata can be stored using ID3 tags or APE tags.

Pulse-Code Modulation (PCM) is an uncompressed, header-less audio for-
mat.

RealAudio is a proprietary audio codec developed by REALNETWORKS [48].

MPEG-4 Scalable to Lossless (SLS) was described by ISO . MPEG-4 Scalable to
Lossless (SLS), is an extension to ISO 14496-3[10] standard and allows lossless
audio compression to lossy MPEG-4 General Audio coding methods.

Speex was developed by XipH.OrRG FOUNDATION. It is a patent-free, lossy audio
codec optimized for VoIP [57].
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2 TECHNOLOGIES 2.6 Video Codecs

Vorbis is a lossy audio codec developed by XipH.OrG FounDATION Which can
encode up to 255 discreet channels. Metadata are stored in the comment header
of the file [62].

Windows Media Audio (WMA) is a proprietary technology developed by Mi-
crOSOFT and consists of four distinct codecs[50]:

Windows Media Audio: a lossy codec able to encode one or two channels

which is able to encode theoretically an unlimited number of channels
Windows Media Audio Lossless: can encode up to 6 discreet channels

voice application

2.6 Video Codecs

List of commonly used and supported video codecs follows:

MPEG-1 is alossy video codec introduced by ISO . It supports resolutions up
to 4095x4095 and bitrates up to 100 Mbps [3]. Most common usage of this codec
was on VideoCD.

MPEG-2 is a lossy video codec, a successor of MPEG-1 with some enhance-
ments e.g. support for interlaced video. MPEG-2 decoders are able to playback
MPEG-1 files [6].

MPEG-4 was intended for very high compression of audio and video data and
aims applications such as broadcast video over internet, Local Area Network
(LAN), Wireless Local Area Network (WLAN), video databases, video email, home
movies, games, etc. [47].

RealVideo is a lossy video codec. It is also suitable for streaming and was de-
veloped by REALNETWORKS [49].

Theora is alossy codec developed by XipH.OrG FounDATION and based on the
VP3video codec. Additional metadata can be stored in the header [63].

VP6 is alossy video codec developed by ON2 TECHNOLOGIES, INC.[45].
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2 TECHNOLOGIES 2.7 Image Formats

WMV is a proprietary lossy video codec developed by MICROSOFT. It consist of
three distinct codecs[50]:

¢ Windows Media Video

¢ Windows Media Video Screen, which is a high efficient engine used to
capture computer desktop for presentation purposes.

¢ Windows Media Video Image, which enables to encode still images with
transition effects.

2.7 Image Formats

In comparison to audio codecs, video codecs and container formats the num-
ber of image formats is not so large. At least if we speak about actually used
formats in the consumer electronics. Also speaking about images the border
between Codecs (the actual representation of an image) and Container Format
(the image file structure) is beginning to disappear. Image Format is used for
both because most of the time the Image Format also specifies both. One ex-
ception is for example the Tag Image File Format (TIFF) which can embed other
Image Formats like Joint Photographic Experts Group (JPEG) or others. If the
mentioned name specifies only a certain Codec or Container Format but not
both, it will be told explicitly.

Graphics Interchange Format (GIF) is a bitmap Image Format developed by
CoMmPUSERVE. Graphics Interchange Format (GIF) supports animation, Lem-
pel-Ziv-Welch (LZW) compression and palette of up to 256 distinct colors which
can be chosen from 24bit space[32].

Portable Network Graphics (PNG) is an image format using lossless compres-
sion. It supports palette based images and RGB color images both with or with-
out alpha channel. Portable Network Graphics (PNG) was created to replace and
improve GIF [58].

Joint Photographic Experts Group (JPEG) uses lossy compression method
(Codec), which is using the fact, that by selective neglection of certain informa-
tion included in an image, that a much better compression ratio can be achieved
than in lossless compression. Only information which do not cause visible dam-
age by human observation can be neglected[54].

JPEG File Interchange Format (JFIF) is a minimal Container Format for ex-
changing JPEG encoded files commonly used for images on the internet. [26].
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Exchangeable Image File Format (EXIF) is a Container Format, which can
contain JPEG or TIFF images and metadata. Exchangeable Image File Format
(EXIF) is used by cameras to store captured images and additional informa-
tion such as rotation, shutter speed, focal length, metering mode, aperture, ISO
speed information, time and date, GPS coordinates, copyright information, etc.
[17].

Tag Image File Format (TIFF) was originally developed by ALbus CORPORA-
TION and is an unofficial standard for the use of saving images for publishing
purposes. TIFF format is widely supported by image manipulating, publishing,
scanning, faxing, word processing, etc. application. TIFF can contain both mul-
tiple images and additional data in one file. TIFF can also contain a wide range
of image types and compression schemas both lossy and lossless (e.g. JPEG,
LZW, etc.), both vector and bitmap based. The advantage over JPEG files is the
possibility to use lossless (LZW) or none compression in TIFF images what al-
lows images to be edited and re-saved without losing image quality.

The TIFF specification [13] is divided into two parts.

1. Baseline TIFF is the core of TIFF, the essentials that all mainstream TIFF
developers should support in their applications. It describes features such
as multiple subfiles, three basic compression schemes (None, PackBits
and Modified Huffman compression), image types (BW, grayscale, palette-
color, and RGB full-color images), byte order, etc. [13]

2. TIFF Extensions are TIFF features that may not be supported by all TIFF
readers such as: CCIT Bilevel Encoding, LZW Copression, JPEG Compres-
sion, CMYK images, Associated Alpha Handling, etc. [13]

2.8 Metadata

Metadata systems will be introduced in this section. Only shared metadata sys-
tems between more than one Codec or Container Format will be mentioned
here. Audio, video and image formats which implement own metadata system
separately for each distinct Codec or Container Format will not be included in
this list.

Metadata systems are shown in Table 3| ‘Metadata Systems Overview’ on
page 21. The support of a concrete tagging system is indicated with symbol “X”
in the corresponding table cell. Only codecs and container formats with meta-
data support are included in that table. Information about the content such as
author, title, year, producer, etc. is meant by metadata in this context.

IDentify an MP3 (ID3) is a tagging system for audio files to store information
about the origin and content of the audio within the file itself [44]. It is used for
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MP3, AIFF (inside IFF chunk called ID3), Advanced Systems Format (ASF) as
attributes and MP4 Container Format.

APE tag are unstructured key/value pairs, originally designed for MONKEY's
Aupio but can be used nowadays also for MP3 files[12].

eXtensible Metadata Platform (XMP)

is a standard created by ADOBE [28] and

used in various file formats (e.g. PDF, JPEG, GIF, PNG, TIFF, MP3, MP4, AVI,

WAV').

Xiph Comments

ora and Speex formats.

is a metadata system [59] which is used in Vorbis, FLAC, The-

Media Required Format Set
Format Home Devices Mobile Devices
Imaging JPEG JPEG
Audio LPCM (2 channel) MP3 and MPEG4 AAC LC
Video MPEG2 MPEG4 AVC (AAC LC Assoc Au-
dio)
Media Optional Format Set
Format Home Devices Mobile Devices
Imaging GIF, TIFF, PNG GIF, TIFF, PNG
Audio MP3, WMA 9, AC-3, AAC, | MPEG4 (HE-AAC, AAC ITP
ATRAC3plus BSAC), AMR, ATRAC3plus,
G.726, WMA, LPCM
Video MPEG1, MPEG4, WMV 9 VC1, H.263, MPEG4 part 2,
MPEG2, MPEG4 AVC (BSAC or
other for Assoc. Audio)
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Theora

ID3

Ogg
Skel

Vorbis
Comment

XMP

XTAG

Other

WMV

X

FLAC

Xl

MP3

X

RealAudio

Speex

Vorbis

XZ

WMA

AJFF

Xl

ASF

AVl

DivX

FLV

MKV

MPEG-4

XS

Ogg

QT

RM

WAV

Table 3: Metadata Systems Overview

'Inside ASF container
2Real Audio Metadata (RAM)
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Container Format Video Formats Audio Formats Subtitles | Metadata | Menu Support
AIFF - PCM, AIFC - - -
ASF any any X X -
AVl any any X X -
DivX MPEG-4 MP3, PCM, AC-3 X - X
FLV Sorenson, VP6, | MP3, Nellymoser, - X -
Screen Video, | ADPCM, Linear PCM,
H.264/MPEG-4 AVC AAC, Speex
MKV any any X X X
MPEG-1 MPEG-1 MPEG-1 Layers 1 - 3 - - -
MPEG-4 MPEG-2, MPEG-4, | AAC, MP3, AC-3, ALS, X X X
H.263, VC-1, Dirac SLS, Vorbis
Ogg Theora, Dirac, Og- | Vorbis, FLAC, Speex, X X -
gUVS, MNG, VIW, | CELT, OggPCM, ACM,
QT MPEG-2, MPEG-4, | AAC, MP3, AC-3, ALS, X X X
H.263, VC-1, Dirac, | SLS, Vorbis
Sorenson
RM RealVideo 8, 9, 10 AAC, Cook Codec, X - -
Vorbis, RealAudio
VOB MPEG-1, MPEG-2 AC-3, Linear PCM, X - X
DTS, MP3
WAV - PCM - - -

Table 4: Media Container Formats Comparison
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Format

MPEG 1

MPEG 2

MPEG 4

WMV

Real Video

Theora

Sorenson

ASF

AVl

DivX

FLV

MKV

< <] R R

MPEG-1

MPEG-4

Ogg

QT

o lkallel

|| e

RM

VOB

>

Table 6: Media Container Formats and Video Codecs Support
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3 Market overview

3.1 Devices Overview

Because of the huge amount of devices available on the market there is no way to
show them all. In this section only a small sample will be shown to demonstrate
the market diversity and functionality differences or similarities.

Most of the devices are not pure DMS. It is common that a device combines
more DLNA device classes together (e.g. DMP, DMC, etc.). But all listed devices
contain at least the DMS DLNA class.

Boxie Box

Boxie Box is a Digital Media Player from D-Link. This player con-
tains High-Definition Multi-media Interface (HDMI) output which
allows to play video content in FullHD (1080p). It supports follow-
ing file formats:

Video AVI, DivX, MPEG-4, QuickTime, Xvid
Audio MP3, ACC, FLACK, OGG, WMA, WAV
Image BMBP GIF, JPEG, PNG, TIF

Boxie Box enables to play content from different sources. This
can be external disk attached to build-in USB 2.0 port, internet stream
video portals (e.g. Netflix, YouTube, Last.fm, Pandora, Flickr, Picasa)
or SD card.

This player can be attached to the network via RJ-45 100Mbit
Ethernet cable or WiFi 802.11 (incl. WEB, WPA, WPA2 encryption).

Vendor page: http://www.dlink.com/boxee/

Aspire Revo RV100

Digital Media Player with internal 1.5TB HDD (SATA II). Additional
external HDD can be attached via USB 2.0 port. The device also
includes internal memory card reader and support of following file
formats is available:

Video MPEG-1, MPEG-2, MPEG-4, H.264, XviD, WMV9, RV
Audio MP3, PCM, WMA, AAC, FLAC, WAV, OGG, AAC
Image JPEG, BMP GIF, TIFF, PNG

This player can be attached to a TV via HDMI, YPbPr or A/V ca-
ble and to audio player via digital optical cable. The device can be
connected to the network via RJ-45 100Mbit Ethernet or WiFi 802.11.

Content from internet stream video portals (e.g. YouTube, Flickr, Pi-
casa) can be also played by this device.
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Because the important part of the physical devices for the purpose of this
thesis is only the DMS software, comparison of the available software in more
detail on the market will follow. The DMS software has the advantage over the
physical devices that it can be used by more than one vendor in more than one
device. Also the important parameters of a physical device for the purpose of
this thesis are only parameters describing the DMS software.

3.2 Media Server Software Overview

There are many media servers on the market and each has different advantages
and disadvantages. The media servers listed in Table 7| {Media servers: Media
support comparison [25] on page 27, Table 8 {Media Servers: Operating Sys-
tems and License Comparison [25]’ on page 28, Table 9 {Media Servers: Vendor’s|
Product Pages[25]’ on page |29, Table 11 {Media Servers: Supported Audio For-
mats’ on page 31, Table 10/Media Servers: Supported Video Formats’ on page 30|
and Table 12/Media Servers: Supported Image Formats' on page 32 are in alpha-
betical order and all of them are UPnP!|compliant. The tables are based on the
Comparison Chart made by Robert Green[25]. All existing data were rechecked
because of the quick development in this field.

In Table 7| {Media servers: Media support comparison [25] on page 27|
playable media types are shown. The Video column indicates that the device
is able to play at least one type of video Container Format and decode at least
one video Codec. The Music column indicates that at least one type of music
Container Format and one audio Codec can be streamed. The Pictures column
indicates that at least one type of Image Format can be served. The Transcod-
ing column indicates that the software can convert media content at least from
one Codec to one another. The Operating System support and license is shown
in Table 8 ‘Media Servers: Operating Systems and License Comparison [25]/ on
page 28, Vendor's product web pages are listed in|Table 9| ‘Media Servers: Ven-
dor’s Product Pages[25]’ on page|29.

Main Audio/Video/Image formats supported by those servers are listed in
Table 11| Media Servers: Supported Audio Formats/ on page 31, Table 10| Me-|
dia Servers: Supported Video Formats’ on page 30 and Table 12 {Media Servers:|
Supported Image Formats' on page 32. If the particular server suports none of
the media type formats than it is indicated by "None". If no source (i.e. doc-
umentation, sourcecode, webpage, etc.) providing the information was found
then this fact is indicated by "Information N/A".

In some cases the support of formats is dependent on other libraries. In
that case this fact is indicated by keyword "Depends on LIB", where LIB is the

'Universal Plug and Play permits networked devices in residential networks to seamlessly dis-
cover each other’s presence in the network and establish functional network services for data
sharing, communications, and entertainment. This set of networking protocols is described in
detail inSection 2.3|{Universal Plug and Play (UPnP)’ on page@
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library the support depends on. If the list of supported formats is not complete
then this fact is indicated by "and more...". The list of supported formats can be
incomplete because of two possible reasons. First the list of supported formats
is too big so it was cut and only key formats are shown. Second, the support of a
format can be extended by plugin or extension.

Most of the listed servers provide not only DMS but also DMP, DMR or DMC
functionality.

Name Video | Music | Pictures | Transcoding
Allegro Media Server - X - -
Cyber Media Gate (Java) X
Cyberlink Digital Home X
Enabler Kit
Elgato Eyeconnect
Enna
Fuppes
Geexbox
GMediaServer
JRiver Media Center
MediaTomb
Mezzmo
MiniDLNA
MythTV
Nero MediaHome
Nullriver Medialink
On2Share
PS3 Media Server
Rhapsody
SimpleCenter Premium
Serviio
Tversity
TwonkyMedia
uShare
Wild Media Server
Winamp Remote
Windows Media Connect
Yahoo Music Jukebox

> | <
> | <
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Name Windows | MacOS | Linux License
Allegro Media Server X X - Comercial
Cyber Media Gate (Java) X X X BSD
Cyberlink Digital Home X - - Comercial
Enabler Kit - - -
Elgato Eyeconnect - X - Comercial
Enna - - X LGPL, GPLv2
Fuppes X - X GPL
Geexbox full-featured OS GPL
GMediaServer - - X GPL
JRiver Media Center X - - Comercial
MediaTomb - X X GPL
Mezzmo X - - Comercial
MiniDLNA - - X BSD, GPL
MythTV - - X GPL
Nero MediaHome X - - Comercial
Nullriver Medialink - X - Comercial
On2Share X - - Comercial
PS3 Media Server X X X GPLv2
Rhapsody X X X Comercial
SimpleCenter Premium X - - Comercial
Serviio X X X Freeware
Tversity X - - Comercial
TwonkyMedia X X X Comercial
uShare - - X GPL
Wild Media Server X X X Comercial
Winamp Remote X - - Comercial
Windows Media Connect X - - Comercial
Yahoo Music Jukebox X - - Comercial

28



3 MARKET OVERVIEW

3.2 Media Server Software Overview

Name

Product page

Allegro Media Server

http://www.allegrosoft.com/ams.html

Cyber Media Gate (Java)

http://www.cybergarage.org/twiki/. ..
/bin/view/Main/MediaGateForJava

Cyberlink Digital Home | http://www.cyberlink.com/multi/. ..

Enabler Kit /products/main_111_ENU.html

Elgato Eyeconnect http://www.elgato.com

Enna http://enna.geexbox.org

Fuppes http://fuppes.ulrich-voelkel.de

Geexbox http://www.geexbox.org

GMediaServer http://www.gnu.org/software/gmediaserver

JRiver Media Center http://www.jrmediacenter.com

MediaTomb http://mediatomb.cc

Mezzmo http://www.conceiva.com/products/. ..
/mezzmo/default.asp

MiniDLNA http://sourceforge.net/projects/minidlna

MythTV http://www.mythtv.org

Nero MediaHome

http://www.nero.com/enu/mediahomed
-introduction.html

Nullriver Medialink http://www.nullriver.com/products/medialink
On2Share -

PS3 Media Server http://ps3mediaserver.blogspot.com

Rhapsody http://www.real.com/rhapsody

SimpleCenter Premium

Serviio

http://www.serviio.org

Tversity http://tversity.com/home
TwonkyMedia http://www.twonkyvision.de
uShare http://ushare.geexbox.org

Wild Media Server http://www.wildmediaserver.com

Winamp Remote

https://winamp.orb.com/orb/html/login.html

Windows Media Connect

http://www.microsoft.com/windows/. ..
/windowsmedia/devices/wmconnect/default.aspx

Yahoo Music Jukebox

http://new.music.yahoo.com/

Table 9: Media Servers: Vendor’s Product Pages[25]
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Name Video Formats
Allegro Media Server None
Cyber Media Gate (Java) Information N/A
Cyberlink Digital Home MPEG2 PS, MPEG2 TS, WMV, H.264 (MP4)
Enabler Kit

Elgato Eyeconnect

MPEG1, MPEG2, MPEG4, 3IVX, DIVX,
XVID (incl. DIV3, DX50)

Enna Depends on libplayer

Fuppes Depend:s on ffmpeg instalation

Geexbox AVI, MPEG, DIVX, OGM
Depends on libplayer

GMediaServer Information N/A

JRiver Media Center VideoCD, AVI, MPEG, MPEG4, WMV, DIVX,
DVD, QT, RV, SWE TiVo, FLV

MediaTomb Depends on ffmpeg instalation

Mezzmo AVI, H264, SWE MPEG, DV, RM, MPEG4,
and more...

MiniDLNA Depends on ffmpeg instalation

MythTV Big amount of formats.

Nero MediaHome Information N/A

Nullriver Medialink MPEGI, MPEG2, MPEG4, H.264, DIVX, XVID,
AVI, WMV, ASE MOV, MKV, FLV

On2Share ?

PS3 Media Server AVI, MPEG-4, TS, M2TS, MPEG-2, DVD, MKV,
FLV, OGM, AVI

Rhapsody None

SimpleCenter Premium | Information N/A

Serviio MPEG1, MPEG2, MPEG4, AVI, VMW, MKYV, FLV

Tversity WMV, MJPEG, DVR-MS, AVI, DIVX(3,4,5,6),
XVID, MPEG1, MPEG2, MPEG4, MOV, RT, FLV,
MKV

TwonkyMedia MPEG1, MPEG2, MPEG2-TS, MPEG4, AVI,
WMYV, VOB, DivX, 3GP, VDR, ASE MPE,
DVR-MS, XVID

uShare ASE AVI, DV, DIVX, WMV, MJPEG, MPEG]I,
MPEG2, MPEG4, DVD, MKV, MOV, QT, ...

Wild Media Server 3GP ASE AVI, DIVX, EVO, FLV, MPEG],

MPEG2, MPEG4, MKV, MOV, VDR, DVD,
WMV, XVID, and more...

Winamp Remote Information N/A
Windows Media Connect | Information N/A
Yahoo Music Jukebox None
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3.2 Media Server Software Overview

Name Audio Formats
Allegro Media Server AAC, MP3, WAV, AIFE and more...
Cyber Media Gate (Java) | Information N/A
Cyberlink Digital Home MP3, LPCM, WMA, AAC_ADTS_320 (3GP),
Enabler Kit AAC_ISO_320 (3GP)

Elgato Eyeconnect

AIFE MP1, MP2, MP3, WAV, AAC (unprotected),
Ogg, WMA (unencrypted), PLS (Internet Radio)

Enna Depends on libplayer

Fuppes MP2, MP3, WAV, PCM, OGG, MPC, FLAC, AAC

Geexbox RM, MP3, OGG, CDA
Depends on libplayer

GMediaServer AAC, RIFF WAVE, and more...

JRiver Media Center APE, MPC, MP3, OGG, WAW, WMA, AAC,
AIFE AU, AA, CDA, MIDI, RA, SHN,
AC3, FLAC, DTS WAV

MediaTomb MP3, FLAC, OGG, and more...

Mezzmo AC3, AMR, ASE AU, MP3, OGG, WAV, AAC,
and more...

MiniDLNA MP3, OGG, FLAC

MythTV Big amount of formats.

Nero MediaHome Information N/A

Nullriver Medialink MP3, AAC, WMA, WAV

On2Share Information N/A

PS3 Media Server MP3, AC3, DTS, LPCM, OGG, FLAC, MPC,
APE

Rhapsody Information N/A

SimpleCenter Premium | Information N/A

Serviio

MP3, WMA, ACC, OGG, FLAC

Tversity WMA, MP3, ACC, RT, OGG, FLAC, APE,
MPC, WAV,

TwonkyMedia MP3, WMA, WAV, 3GP, M4A, MP4, LPCM,
OGG, FLAC, MP2, AC3, MPA, MP1, AIF

uShare AAC, AC3, AIFE AU, SND, DTS, RMI, MP1,
MP2, MP3, MP4, MPA, OGG, WAV, PCM,
LPCM, WMA MKA, RM, FLAC, and more...

Wild Media Server AC3, AMR, APE, DTS, FLAC, MP1, MP2, MP3,
OGG, WAV, WMA, and more...

Winamp Remote Information N/A

Windows Media Connect | Information N/A

Yahoo Music Jukebox Information N/A

Table 11: Media Servers: Supported Audio Formats
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3.2 Media Server Software Overview

Name Image Formats

Allegro Media Server None

Cyber Media Gate (Java) | Information N/A

Cyberlink Digital Home JPG, PNG, BMP

Enabler Kit

Elgato Eyeconnect JPEG, BMP, GIF, PNG, TIFF

Enna Depends on libplayer

Fuppes Depends on ImageMagick instalation

Geexbox Depend:s on libplayer

GMediaServer Information N/A

JRiver Media Center JPEG, TIFF, BMP, GIF, PNG, RAW

MediaTomb JPEG, ...

Mezzmo BMBP PNG, GIF, JPEG, TIFF

MiniDLNA JPEG

MythTV Big amount of formats.

Nero MediaHome Information N/A

Nullriver Medialink JPEG, PNG, GIF, TIFF, BMP, RAW,
PDE PS, EPS, TGA

On2Share Information N/A

PS3 Media Server JPG, PNG, GIF, TIFF

Rhapsody None

SimpleCenter Premium | Information N/A

Serviio JPEG, GIE PNG

Tversity Information N/A

TwonkyMedia JPEG, PNG, TIE BMP

uShare BMBP ICO, GIF, JPEG, PCD, PNG,
PNM, PPM, QTI, QTE QTIE TIFF

Wild Media Server BMP EPS, GIF, JPG, PCD, PCX, PIC,
PNG, PSD, SCR, TGA, TIFF, ...

Winamp Remote Information N/A

Windows Media Connect | Information N/A

Yahoo Music Jukebox None

Table 12: Media Servers: Supported Image Formats
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3.3 Apple AirPlay

The Apple AirPlay is a replacement for the DLNA by AppLE. This is a new feature
added to devices like iPhone, iPad and iPod Touch with iOS 4.2 and above. To
play media using AirPlay you will need an iOS device and at least one of AirPort
Express, AppleTV v2, third-party AirPlay-ready speaker, or a Bluetooth audio de-
vice [43]. Media controls on a Bluetooth audio device will allow to play, pause or
skip the music.

iTunes can be also used with AirPlay. Though there are some differences
between playing media from iTunes and playing media from iOS 4.2+ device.
For example iTunes will allow you to send the media to multiple different devices
and play for example the video on an AirPlay ready TV and audio stream on a
HiFi set, while iOS devices are able to send the media just to one place at a time.
However, iTunes are not able to use Bluetooth audio devices.

Now a closer look on Apple AirPlay devices and software follows:

AirportExpress isa WiFiaccess point, which allows connection to USB printer,
modem or LAN over 10/100BASE-T Ethernet cable, and/or speaker over 3.5mm
Audio Jack. Speakers connected to Airport Express appear in the network and
audio can be played on them by iTunes or iOS device[31].

AppleTV isaboxwhich can be connected to a High-definition television (HDTV)
via HDMI cable. To the home network it can be connected via 10/100BASE-T
Ethernet or Wi-Fi 802.11b, g or n wireless network. An additional optical audio
output is present and the box is supplied with a simple remote control[31]. Sup-
ported media formats are shown in Table 13 ‘Apple TV supported formats [30]':

Video Formats | H.264, MPEG 4, M-JPEF
Audio Formats | HE-AAC, AAC, MP3, AIFE WAV
Image Formats | JPEG, GIF, TIFF

Table 13: Apple TV supported formats [30]

iOS devices starting with iOS version 4.2, such as iPad, iPhone (3GS or later)
or iPod touch (2nd generation or later), are able to stream video, audio or im-
ages using AirPlay to Apple TV, Airport Express or compatible third-party device.
There are still some limitations, e.g. that only one media can be played on only
one AirPlay device[31].

iTunes can stream media files to AirPlay devices. Advantage over iOS devices
is that media can be played on multiple AirPlay devices[31].
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3.4 Summary

The market evolves very quickly. New servers are showing up. Existing ones are
always adding new features, supporting more formats and/or standards. The
purpose of this overview is to have a view on the current state of the market
and decide which features/formats have to be supported by a DMS and what
technologies can be used to achieve that approach.

Commonly used Container Formats and Codecsin the devices and software
on the market were introduced. This gives the picture of the diversity of the soft-
ware and the devices and accompanying difficulty of universal media support.
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4 Home Environment Example

In this section an example of a home environment, which will be used as an
example of typical run environment and for testing of the implementation in
the Part II of this thesis, will be shown. The example should also outline the
diversity and amount of device in a typical household.

In this example a four member household as a typical sample will be spec-
ulated, which gives us enough diversity in the device classes. The household
consist of:

Middle-aged man
Middle-aged woman
Adult in his twenties
Adolescent

There are following rooms in the house: Livingroom, Kitchen, Room 1, Room
2, Workroom and Garage.

Devices available in the household are shown in Table 14/ {Home Environ-|
ment Example: Available Devices| on page 37| The column Class indicates the
DLNA class if any. Column Location indicates the location of the device in the
house. If a device is connected to the DLNA network using wireless connection
and its position is not fixed in one of the rooms, then this fact is indicated by
"-". The column Connection indicates how the devices are connected together.
The whole scheme of the household example can be seen in Figure 3 {Home|
Environment Example’ on page 38,

Media Content in the Network is following:

e PC

— 1321 GB in 3747 video files
— 54 GB in 11513 music files
— 49 GB in 28125 image files

Notebook 1
— 12 GB in 2058 music files
Notebook 2

- 5GB 2105 image files
- 10GB 16 video files

NAS Storage 1

— 1116 GB in 2557 video files
NAS Storage 2

- 386 GB in 2018 video files
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NAS Storage 3
— 25 GB in 4869 music files

e USB External HDD 1

— 466 GB in 2690 video files
o USB External HDD 2

— 855 GB in 1057 video files
e USB External HDD 3

- 34 GB in 5569 music files
e Cellphone 1

- 5GBin 1258 music files
e Cellphone 2
— 3 GB in 908 music files

o Cellphone 3 - N/A for the testing of the implementation
e Cameral

- 3GB 1210 image files

e Camera 2 - N/A for the testing of the implementation
¢ Video Camera - N/A for the testing of the implementation
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Name Class Location Connection
Central Server DMS - LAN, WiFi
NAS Storage 1 - - Central Server
PC DMS Workroom | LAN

DMP
NAS Storage 2 - Workroom | PC
USB External HDD 1 - Workroom | PC
Notebook 1 DMS Room 1 WiFi

DMP
NAS Storage 3 - Room 1 Notebook 1
USB External HDD 2 - Room 1 Notebook 1
Notebook 2 DMS Room 2 WiFi

DMP
USB External HDD 3 - Workroom | Notebook 2
Kitchen player DMP Kitchen WiFi
Garage player DMP Garage WiFi
DLNATV DMP Livingroom | LAN
DLNA Audio Receiver DMP Livingroom | LAN
DLNA Controller DMC Livingroom | WiFi
Cellphone 1 - - WiFi, USB, BT
Cellphone 2 - - WiFi, USB, BT
Cellphone 3 - - WiFi, USB, BT
PDA M-DMU - WiFi, USB, BT

M-DMD -

Camera 1 - - USB, SD Card
Camera 2 - - USB, SD Card

Video Camera

USB, SD Card, DVD

Table 14: Home Environment Example: Available Devices
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Figure 3: Home Environment Example




Part II. - Implementation

This part contains description how the technologies, formats and techniques
mentioned in Part I are used in implementation of the prototype software. De-
scription of the architecture and design of the software developed as part of this
thesis, used libraries and other 3rd party software used in the actual implemen-
tation is present.
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5 Shared Media Types

This chapter describes selected libraries used to extract desired information from
the different Container Formats and/or Codecs mentioned in Part|I. Because of
the huge number of the different Container Formats, Codecs and metadata for-

mats, only those actually used in the implementation of prototype software are

mentioned. The goal of this thesis is not to try to support as much different for-

mats as possible but to show an example of a DMA with such abilities and sketch

the increasing implementation difficulty with increasing number of supported

Container Formats and Codecs.

5.1 Audio
5.1.1 ID3Tag

The ID3 Tag is a data container within the audio file containing related text
and/or graphical information about the audio such as artist name, song title,
genre, year, cover image etc. It was created first for MP3 audio files. There are
two versions of the ID3 Tag by now.

ID3v1 is the first version, which allowed to store informations like song title,
author, album, year and comment (see \Figure 4 ‘Hntemal layout of an ID3V1\
tagged file[27]’ on page 42| and Table 15 ‘Fields in ID3[27]"). In ID3v1 was not
enough room for improvement or extension. The only improvement made to
this version was ID3v1.1 which added an album track field containing the num-
ber of the song on the CD the music comes from (see Figure 5 Internal layout of
an ID3v1.1 tagged file[27]’ on page 42)[27].

Field Name | Size

Song Title 30 characters
Artist 30 characters
Album 30 characters
Year 4 characters
Comment 30 characters
Genre 1 byte

Table 15: Fields in ID3[27].

ID3v2 was introduced because of the insufficient room for improvement in
ID3v1. ID3v2 is focused on flexibility and extensibility. It is a chunk of data
before the audio data in the file and can contain one or more smaller chunks
called frames. A frame in the ID3v2 tag can contain any kind of data, not just the
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[« Genre

Figure 4: Internal layout of an ID3v1 tagged file[27].

[ © Album track
[+ Genre

Figure 5: Internal layout of an ID3v1.1 tagged file[27].
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ones mentioned in the ID3v1. Additionally it can contain a cover image, author
or producer website URL, etc. (see Figure 6 Internal layout of an ID3v2 tagged

file[27])[27].

Information
Lyrics
Picture information

Encapsulated
picture

Comments

Audio data

Figure 6: Internal layout of an ID3v2 tagged file[27].

jID3lib library[38] is used in the implementation of prototype software to sup-
port ID3 tags. This library covers following tags:

ID3v1

ID3v1.1

ID3v2.2

ID3v2.3

ID3v2.4

Lyrics3v1 - not used
Lyrics3v2 - not used

5.1.2 Xiph Comments

Xiph Comments are embedded into Ogg container, basically used for Ogg Vorbis,
FLAC and Speex and are meant for short text comments. The comment header
is a list of vectors and each vector can have the maximum length of 32 bytes.
Vendor vector is the only obligatory vector in the list. Comment headers are
encoded as follows[62]:

® VENDOR_LENGHT - 32bit unsigned integer

® VENDOR_STRING - UTF-8 vector as vendor_lenght octets
® COMMENT_LIST_LENGTH - 32bit unsigned integer
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COMMENT_1_LENGTH - 32bit unsigned integer
COMMENT_1_STRING - UTF-8 vector as comment_1_lenght octets
COMMENT_2_LENGTH - 32bit unsigned integer
COMMENT_2_STRING - UTF-8 vector as comment_2_lenght octets
COMMENT_N_LENGTH - 32bit unsigned integer
COMMENT_N_STRING - UTF-8 vector as comment_N_lenght octets
FRAMING_BIT - boolean

The comment vector structure looks like[62]:

e comment [0]="ARTIST=me"
e comment [1]="TITLE=The sound of Vorbis"

o ..
This is the minimal list of standard field names[62]:

TITLE

VERSION
ALBUM
TRACKNUMBER
ARTIST
PERFORMER
COPYRIGHT
LICENSE
ORGANIZATION
DESCRIPTION
GENRE

DATE
LOCATION
CONTACT

ISRC

The field names are not required to be unique within a comment header,
i.e. more authors can be specified using multiple AUTHOR comment fields.

J-Ogg is a library that is used in the implementation to access the Xiph com-
ments [39)].

5.2 Image

5.2.1 EXIF &IFD

Image File Directory (IFD) is a recurring data structure within the EXIF. Accord-
ing to [17] IFD consists of 2Bytes indicating the number of fields, 12Bytes per
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field and 4Bytes indicating the offset to the next IFD [13]. Every 12Byte field
consist of:

Bytes 0-1 Tag identified by 2Byte unique number.
Bytes 2-3 Type identifying the value type:

1: BYTE 8bit unsigned integer

2: ASCII 8bit Byte containing one 7bit ASCII code. The final Byte is termi-
nated with NULL.

3: SHORT 16bit unsigned integer.

4: LONG 32bit unsigned integer.

5: RATIONAL 2 LONGsS, first is numerator and second is denominator.

7: UNDEFINED 8bit Byte.

9: SLONG 32-bit (4Byte) signed integer.

10: SRATIONAL 2 SLONGs, first is numerator and second is denomina-
tor.

Bytes 4-7 Count (number) of values.
Bytes 8-11 Value offset records the offset from the start of the header to the po-
sition where the value itself is recorded.

Some important IFD are listed in|Table 16 {Selection of relevant TIFF Rev.
6.0 IFD Attributes [17]' on page|46, Table 17 ‘Selection of relevant EXIF IFD At-
tributes [17]’ on page|46, Table 18 {Selection of relevant GPS IFD Attributes [17]’
on page/47.

In|Section 2.7/ {Image Formats’ on page 18, image formats which are con-
sidered in this thesis are discussed. A look on some libraries, which allow us to
extract metadata from those files, follows.

Sanselan is a pure-Javaimage library which is used to retrieve additional meta-
data from images in the implementation of the prototype software. Is supports
following image formats (library supports more image formats than the ones
listed here):

e TIFF
e JPEG/JFIF EXIF metadata
e JPEG/JFIF IPTC metadata

Although lot of image libraries are available out there, this library was cho-
sen because it is a pure-java library, its portability and the number of supported
image formats[51].
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Tags related to the image data structure

Tag ID Field Name Type Count
256 ImageWidth SHORT / LONG 1
257 | ImageLength SHORT / LONG 1
258 BitsPerSample SHORT 3
259 Compression SHORT 1
274 Orientation SHORT 1
282 | XResulution RATIONAL 1
283 | YResolution RATIONAL 1
296 | ResolutionUnit SHORT 1

Other tags

TagID Field Name Type Count
306 DateTime ASCII 20
270 | ImageDescription ASCII Any
271 Make ASCII Any
272 | Model ASCII Any
305 | Software ASCII Any
315 Artist ASCII Any

33432 | Copyright ASCII Any

Table 16: Selection of relevant TIFF Rev. 6.0 IFD Attributes [17]

Tags Relating to User Information

Tag ID Field Name Type Count
36864 | ExifVersion UNDEFINED 4
Tags Relating to User Information

Tag ID Field Name Type Count
37500 | MakerNote UNDEFINED | Any
37510 | UserComment UNDEFINED | Any
Tags Relating to Date and Time

Tag ID Field Name Type Count
36867 | DateTimeOriginal ASCII 20
36868 | DateTimeDigitized ASCII 20
Other Tags

Tag ID Field Name Type Count
42016 | ImageUniquelD ASCII 33
42032 | CameraOwnerName ASCII Any
42033 | BodySerialNumber ASCII Any

Table 17: Selection of relevant EXIF IFD Attributes [17]
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5.3 Video

Tags Relating to Global Positioning System (GPS)
Tag ID Field Name Type Count
0 GPSVersionID BYTE 4
1 GPSLatitudeRef ASCII 2
2 GPSLatitude RATIONAL 3
3 GPSLongitudeRef ASCII 2
4 GPSLongitude RATIONAL 3
5 GPSAltitudeRef BYTE 1
6 GPSAltitude RATIONAL 1
7 GPSTimeStamp RATIONAL 3
29 GPSDateStamp ASCII 11

Table 18: Selection of relevant GPS IFD Attributes [17]

5.3 Video

Metadata extraction from video files was not implemented in the prototype soft-
ware. Mostly every video Container Format and/or Codec introduces its own
tagging system. Implementation of a library which would be able to extract de-
sired information from at least one video Container Format and/or Codecis not
in the scope of this thesis. However, the usage of such library would be similar to
the usage of metadata extraction libraries for audio or image media. The archi-
tecture of the implementation allows the addition of such library. The proposal
of this improvement is placed in Section 10.1|{Application Proposal’ on page 77,

The title possibly author and other information about the video media file
are obtained only from the name of the file and the directory structure as de-

scribed in Section 6.2 Metadata Gathering on page 49,
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6 Collecting Media Files

The DMA should be able to collect media files such as audio, video and images
from different sources and gather additional information about those files e.g.
author, album, date, description etc.

6.1 Sources

Different sources can be used to obtain media files. In the first place UPnP Con-
tent Directory Service (CDS) will be used. This is also the way how aggregated
media files are made available to other devices in the network. The source types
(also called aggregation methods further in this document) included in the pro-
totype are:

e UPnP ContentDirectory:1 Service
e LocalFS
e SMB Share!

6.2 Metadata Gathering

For each source type a different method for gathering metadata has to be used.
The description of Metadata Gathering methods for the three implemented source
types follows:

UPnP Content Directory Services requires no special method to be used as all
needed metadata are available through the CDS properties.

Local File System needs usage of 3rd party libraries for metadata extraction
(e.g. ID3, EXIF, etc.). Those libraries and their possibilities are described in
Section 5/‘Shared Media Types’ on page 41,

Samba Share and other similar media source types are having more restric-
tions. They have mostly access only to the name of the media file, extension,
source type dependent path and size of the media file. To gather additional in-
formation using similar libraries like in LocalFS, the media files would need to
be downloaded first to the LocalFS. This is not possible for all such files because
of their size, the network capacity and the related processing time of gathering
of those metadata. For the purpose of sources like SMB, a proposal of one pos-
sible solution will be introduced. This solution is implemented in the prototype

!Samba Share is a reimplementation of SMB/CIFS protocol for Unix-like systems. It allows
Unix-like system to access Microsoft Windows shared files and printers.
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MIME Type File Extension ContentDirectory Class
audio/mpeg mp3 musicTrack
audio/x-wav wav audioltem
image/jpeg jpe jpegjpg photo
image/png png imageltem
image/tiff tif tiff photo
video/mpeg mp2 mpa mpe mpeg mpg mpv2 | movie
video/quicktime | mov qt movie
video/x-matroska | mkv movie
video/x-ms-asf asf asr asx movie
video/x-msvideo | avi movie

Table 19: MIME Type - File Extension - ContentDirectory Class Mapping

[Root]
| - [Author]
| | - [Album]
| | -[Music Track]
| [-...
| - [Album]

| | - [Music Track]
| |-, ..

Figure 7: Audio Files Directory Structure Sample

software and should be considered as one possible solution of many. The solu-
tion is inspired by the directory structure used in CDS of Windows Media Player
11 [42].

The metadata will be based only on the available information
mentioned above. In the first step the type (ContentDirectory Class) of the
media will be recognized from the file extension. To this purpose
javax.activation.MimetypesFileTypeMap class from the Java SE is used.
A modified file with the extension to mime-type mapping is used. A subset con-
sidering the media mime-types and their mapping to extension and media types
is shown in Table 19 MIME Type - File Extension - ContentDirectory Class Map-
ping’.

The second step requires a directory structure compliance. This directory
structure differs slightly for each media type. For audio files the directory ex-
pected structure is shown in Figure 7 fAudio Files Directory Structure Sample’
and the directory structure for image files is shown in Figure 8 {Image Files Di-
rectory Structure Sample/ on page For video files no particular directory
structure is needed and a different algorithm is used instead.
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6 COLLECTING MEDIA FILES 6.2 Metadata Gathering

[Root]
| -[Album Part 1]
I | - [Image]
| [-...
|-[Album Part 1]
| | -[Album Part 2]
I | - [Image]
| [-...
| -[Album Part 1]
I | -[Album Part 2]
| [-[...]
| | -[Album Part X]
| | - [Image]
|

l-...
Figure 8: Image Files Directory Structure Sample

Video files are divided into 3 subtypes: Movie (movie UPnP ContentDirec-
tory Class), Serial Episode (videoltem UPnP ContentDirectory Class) and Music
Video Clip (musicVideClip UPnP ContentDirectory Class). If the duration of the
footage is available the video file will be classified by following rules:

e < 15 minutes = Music Video Clip
e > 15 minutes and < 1 hour = Serial Episode
e > 1 hour = Movie

If the duration of the footage is not available but the file size is available
than the video file will be classified by following rules:

e < 100 MB = Music Video Clip
e > 100 MB and < 500 MB => Serial Episode
e > 500 MB = Movie

If neither the duration of the footage nor the size of the file is available the
video file will be classified as a Movie.

In case a video file is classified as Music Video Clip the directory structure
for audio files shown in Figure 7| {Audio Files Directory Structure Sample’ on
page 50 will be used for that video file for gathering additional metadata. If a
video file is classified as a Serial Episode the parent directory name (if any) will
be used as channelName property, which identifies the name of the serial in this
case.

In all cases media types and the title property will be obtained from the file
name by omission of the file extension.
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The date property will be obtained from the file creation date, if this is avail-
able.

The album property for photo class will be constructed by concatenating of
all Album Parts showed in Figure 8 {Image Files Directory Structure Sample’ on
page 51 using "-" as a separator.

If any of the properties cannot be obtained it will not be set as all of them
are not required by the UPnP ContentDirectory:1 specifications[36].

6.3 Media File Identification

The CDS presents the shared files in a tree structure where every file and con-
tainer is identified by an id property, which must be unique with respect to the
CDS. The tree structure is realized by using a parentID property, which is the id
value of the parent container. The parentID of the root container must be set to

the reserved value "-1"[36].

ID | ParentID | Title Child Type
0 -1 | Root object.container
1 0 Music object.container
4 1 All Music object.item.audioltem
5 1 Genre object.container.genre.musicGenre
6 1 Artist object.container.person.musicArtist
7 1 Album object.container.album.musicAlbum
100 1 Contributing Artists | object.container.person.musicArtist
107 1 Album Artist object.container.person.musicArtist
108 1 Composer object.container.person.musicArtist
2 0 Video object.container
8 2 All Video object.item.videoltem
9 2 Genre object.container.genre.videoGenre
A 2 Actor object.container.person.movieActor
E 2 Series object.container.album.videoAlbum
3 0 Pictures object.container
B 3 All Pictures object.item.imageltem
C 3 Date Taken object.container.album.photoAlbum
D 3 Albums object.container.album.photoAlbum
D2 3 Keyword object.container.album.photoAlbum

Table 20: ContentDirectory Service Directory Structure[42]

The CDS is following the directory structure used by Windows Media Player
11[42] shown in Table 20 ‘ContentDirectory Service Directory Structure[42]’. All
other subcontainers (i.e. genre container, author container, album container,
etc.), not listed in that table will have an auto-generated id property. The gener-
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ated id property of such sub-containers will follow following rules:

e The length will be 8 characters.
o The idwill contain only numbers and upper case letters.
e The id will be unique with respect to the CDS.

For every media file a Globally Unique Identifier (GUID) will be generated.
The GUID has to be unique but may change for a same media file each time
the application restarts. A problem regarding the uniqueness of the id has to be
solved when a media file will appear in more than one container in the directory
structure. This will actually happen quite often. An example could be an audio
file which will appear in:

Music/All Music
Music/Artist/[Particular Artist]
Mucic/Genre/[Particular Genre]

Every media file will first appear in the default container. For audio files the
default container is "Music/A11 Music", for video files the default container is
"Video/All Video"and for picture files the default containeris "Pictures/All
Pictures". The format of the idproperty of a media file is "{{GUID]}.0.[container_id]",
where [container_id] is the id of the container the file is in. For example, an au-
dio file in a default container (Music/A11 Music which has id = 4) the id will
be "{[GUID]}.0.4". All other occurrences of the file in some other sub-containers
will have the same GUID part but different /container_id] part. In addition ex-
cept the occurrence in the default container all other occurrences of the same
media file will have specified a refID property which will contain the id of the
occurrence of the media file in the default container.

6.4 Media Files Duplicates Identification

Next problem to be solved in this chapter is regarding duplicates of the media
files in the network. Basically there are two potential chances how this can hap-
pen:

e The media file on one machine is accessible through two or more different
aggregation methods e.g.: CDS, SMB, LocalFsS etc.

e The same media file is present on two or more machines and accessible
through at least one aggregation method on each machine.

For simplification a new term is defined: Gathering Source (GS). GS is a
unique combination of a machine and aggregation method. For example:

e Machine A through SMB
Machine A through CDS
= are two different GS
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e Machine A through CDS
Machine B through CDS
= are two different GS

e Machine A through LocalFS
Machine B through CDS
= are two different GS

To distinguish that two media files obtained from two different GS are same
is a difficult task. On a LocalFS a checksum could be calculated using Message-
Digest algorithm 5 (MD5) or some other algorithm suitable for this purpose. But
because we are expecting a huge number of files and those files can have size
around several GB (e.g. HD movies), the computation of such checksum for all
the files on the LocalFS could take quiet a long time. For files on other devices
in the network, using SMB, CDS, etc., this is even harder because the media file
would have to be downloaded before calculating the checksum. Connection
speed, network load, latency would have to be taken into consideration in that
case.

A problem are also two media files with the same content but using different
representation (e.g. two same music tracks stored using different codec). This
can easily happen if one of the GS has transcoding abilities. In such case the
calculation of a checksum would not help at all.

Those reasons lead to the decision to identify duplicate media files by match-
ing ContentDirectory properties or metadata of those files. A small subset of
properties for each media type (audio, video and pictures) is defined. Also a
method for media files which are missing one, more or all of those properties is
defined.

Property subsets on what the uniqueness identification is based on are:

Music Track - the musicTrack UPnP Class will be used[36].

o Title
e Album
¢ Alphabetically sorted Artists

Music Video Clip - the musicVideoClip UPnP Class will be used[36].

o Title
e Album
o Alphabetically sorted Artists

Movie / Series Episode - the videoltern UPnP Class will be used with all sub-
classes except the musicVideoClip Class [36].

o Title
Photo - the photo UPnP Class will be used[36].

o Title
e Album
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e Date
Image - the imageltem UPnP Class will be used[36].

o Title
e Date

If a property is missing it will be replaced by "Unknown [X]", where X is the
name of the property which is missing. For example if artist property is missing,
it will be replaced by "Unknown Artist" or if an album property is missing, it will
be replaced by "Unknown Album", etc. One exception is the title property. It will
be replaced with "Unknown Title [I]" where, I is a counter increased each time
such replacement is used for a media file. Every media type (audio, video and
pictures) has its own counter.

6.5 Sharing Media Information

Collected media are exposed to other devices in the network using a CDS . There
are two main libraries for Java available on the internet: CyberLink for Java[16]
and Cling - Java/Android UPnP library[40]. The reasons that Cling library was
chosen were: documentation, examples and efficiency of the development of
the ContentDirectory service prototype. The project contains reference open-
source implementation of a renderer and open-source application called Work-
bench, which allow discovering UPnP devices in the network, showing their ca-
pabilities like actions and state variables values and allows invocation of service
actions with arguments etc.

Cling - Java/Android UPnP library is a UPnP-compatible stack for Java EE,
Java SE and Android[16]. The project is devided into two parts:

Core implements the UPnP Device Architecture 1.0[23].
Support classes for developing and controlling UPnP Services with Core. Sim-
plification of working with UPnP media servers, renderers, etc. (optional)
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7 Topology

One of the given task by QuaNMAaX company was to research about was the topol-
ogy which should be used. There are theoretically two possible options: Server-
Based Topology and Distributed Topology.

7.1 Server-Based Topology

The Server-Based Topology means that there has to be at least one server (DMS)
available in the network (see Figure 9| ‘Server Based Topology). All the devices
like DMP, DMC, etc. can detect the server (using UPnP) and ask about available
media (using CDS). If the wished media is found on the server it can be down-
loaded or streamed upon request to the rendering device.

The advantage of this topology is, that we have defined servers, which are
taking care of the aggregation of the media files.

The disadvantage is that we have to have a server device present in the net-
work what increase the costs.

NOTEBOOK CELL PHONE
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\
NOTEBOOK ™ ,’  CELLPHONE
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INTERNET
MEDIA SERVER
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Figure 9: Server Based Topology

7.2 Distributed Topology

The idea of Distributed Topology is that the server device has not to be neces-
sarily present. The devices in the network would keep track about other devices
and media in the network on their own. This means that the software part of
the DMA has to be present in such devices and this devices starts to behave as
a DMS. Otherwise, DLNA devices such as DMP, DMC, etc. without the DMA ca-
pabilities will not find any content in the network since they expect the DMS to
be present.

The Distributed Topology makes sense in the manner between two or more
devices with DMA. Those DMA could exchange the media databases between
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each other, find duplicate media, redirect request from devices like DMP or
DMC to the closest server etc. In some cases the aggregation process on one
DMA could be improved by just using the data from another DMA if both have
access to the same GS. Or if one DMA discovers any changes, it can populate
those changes to others, so the other DMA devices does not have to repeat the
job again.

NOTEBOOK CELL PHONE

\, 7
NOTEBOOK \\ /7 CELL PHONE

-

INTERNET

Figure 10: Distributed Topology

7.3 Conclusion

Since the whole concept of DLNA build on top of UPnP is a Server Based Topol-
ogy, there is no choice to not support that. The additional Distributed Topology
between two or more devices with DMA introduces some improvements. But
those improvements will start to be interesting in bigger networks with lot of
devices and media files. In those cases the Distributed Topology could bring
speed improvements and more efficient usage of the network capacity.

Because the implementation of such topology is out of the time constrains
of this thesis only a proposal was introduced in|Section 10.1| {Application Pro-

posal’ on page 77.
8
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8 Prototype Architecture

The application prototype architecture will be shown in this section. The UML
class diagrams of the application are present in Appendix A {Prototype UML Di-
agrams' on page 85, Public packages, classes and methods of the application
are described in this section. The list is not complete and shows only packages,
classes and methods, which are important to understand the architecture of the
prototype software.

8.1 Application Model

This section will introduce and describe the application model of the prototype
software. There are five main packages in the project:

Aggregators package [at .quanmax.dlna.aggregators]
GUI package [at . quanmax.dlna.gui]

Models package [at . quanmax.dlna.media.models]
Servers package [at .quanmax.dlna.servers]

Libraries package [at . quanmax.libraries]

8.2 Aggregators Package

This package contains implementation of all the different aggregator types.

8.2.1 AbstractAggregator Class

Is is the super class of all future aggregators. The purpose of this class is to guide
the developer of future aggregators and to provide connection to the applica-
tion. The UML of this class can be seen in Figure 17 {Aggregators Class Diagram’
on page 86. Description of public methods of this class follows:

public final AbstractAggregator getInstance() is a lazy singleton constructor.
It returns the AbstractAggregator singleton instance.

publicvoid interrupt() sends an interrupt signal to the aggregator thread. This
will cause that the aggregator thread will stop as soon as it will be safe.

public final boolean isInterrupted() checks if the interrupt signal was already
sent to the aggregator thread. This doesn’t mean that the aggregator thread has
already been stopped. It will run until it will be safe to stop it without leav-
ing anything unwanted behind. This method returns a boolean value telling
whether the signal was already sent.
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public void run() is a method, which will be called after the aggregator thread
is instantiated. It should be overwritten in the subclasses and it should imple-
ment the aggregator type specific code.

8.2.2 Aggregator Class

This class contains the main method which starts the application GUI (see|Sec-
tion 8.4 {GUI Package' on page 62). The UML diagram of this package can be
seen in Figure 17 {Aggregators Class Diagram’ on page|86|

public static void main(String[] args) is the main method. Directly after the
GUI is started, the existence of previous snapshots of the aggregated data will
be checked. If such a snapshot is found it will be loaded. To load the snap-
shots the at.quanmax.libraries.FileSystemExporter class is used (see
Section 8.7.2 {FileSystemExporter Class/ on page|69).

public static void start(List<AbstractAggregator> aggregators) will start all
aggregators listed in aggregators parameter. Every aggregator will be started
in a separate thread. The given aggregators will be saved to the aggregator list
and an aggregation indicatorindicating the running state of the aggregation will
be switched on. This indicator forbids to start the aggregation more than once
at the time.

public static void stop() interrupts all running aggregator threads and waits
till all of them are stopped. After all the aggregator threads are stopped it will
clear the aggregator list and switch off the aggregation indicator. This will allow
to start the aggregation again using the start method.

8.2.3 ContentDirectoryAggregator Class

This class is an  aggregator for UPnP  ContentDirectory:1
sources. It wuses the Cling Library[16] and inherits the
at.quanmax.dlna.aggregatorsAbstractAggregaror class described in
Section 8.2.1 {AbstractAggregator Class/ on page 59, This aggregator allows to
discover and aggregate media files from UPnP devices in the network. Its UML
diagram is shown in Figure 17/{Aggregators Class Diagram’ on page 86.

8.2.4 FileSystemDirectoryAggregator Class

This class inherits the at . quanmax . d1na.aggregators.AbstractAggregaror
class described in Section 8.2.1] {AbstractAggregator Class’ on page|59 and im-
plements support of aggregating media files from directory structure on a local
filesystem. The list of directories which have to be searched through is retrieved
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fromat.quanmax.dlna.gui.PreferencesDialog#getFSDirs describedin
Section 8.4.2 {PreferencesDialog Class/ on page 64. The UML diagram of this
class is shown in Figure 17|‘Aggregators Class Diagram’ on page|86.

8.2.5 SambaAggregator Class

This class implements aggregation of media files from Samba shares in the net-
work using the jCIFS library[46]. It also inherits the
at.quanmax.dlna.aggregators.AbstractAggregaror class described in
Section 8.2.1 {AbstractAggregator Class’ on page 59 and its UML diagram can
be seen in Figure 17| {Aggregators Class Diagram' on page 86. It allows to ag-
gregate media files from both public and private shares. This aggregator can
be setup using the at . quanmax.dlna.gui.PreferencesDialog described in
Section 8.4.2 ‘PreferencesDialog Class’ on page 64. The implementation is too
complex for one «class and because of that an additional
at.quanmax.dlna.aggregators.samba  subpackage  described in
Section 8.3 {Samba Subpackage’ on page|61 was added.

public static ArrayList<String> getWorkGroups() gets all available
workgroups in the network. First it will try to query the
network with “smb://” query to obtain all the available groups then
the retrieved list will be added to wuser defined workgroups (see
at.quanmax.dlna.gui.PreferencesDialog#getSMBWorkgroup () described
in Section 8.4.2 {PreferencesDialog Class' on page 64). The delimiter for more
workgroups is comma, semicolon or space.

8.3 Samba Subpackage

Is apackage used by the at . quanmax .dlna.aggregators.SambaAggregator,
described in Section 8.2.5 {SambaAggregator Class’ on page|61, to aggregate me-
dia files from Samba Shares.

8.3.1 SambaConnection Class

Is a class that performs the actual search through samba sources. Can perform
both public (anonymous) and user defined (password based authentications)
searches. The UML diagram of this class and its dependencies can be seen in
Figure 17 {Aggregators Class Diagram’ on page 86|

public String getIP() is a method that returns the IP address of the host.

publicboolean isReachable() determineswhether the hostis reachable or not.
Returns TRUE if the host is reachable, otherwise it returns FALSE.
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public void start() method will start the search in a separate thread. While the
search thread is running this method will not do anything. The search has to be
stopped by calling the stop method before starting a new search, by calling this
method, again.

public static void startPublicSearch() will start the public search in a separate
thread.  Search through all machines in all available workgroups (see
at.quanmax.dlna.aggregators.SambaAggregator#getWorkGroups () de-
scribed in/Section 8.2.5 ‘SambaAggregator Class’ on page|61) will be performed.

Only one public search thread can be started at the time. If another call of
this method will be performed before the currently running search thread stops
it will be remembered and and a new public search will be executed after the
current will finish.

public void stop() is a method that will stop currently running search if any. If
no search is running this method will not do anything.

8.3.2 SambaTicker Class

Samba ticker is a samba observer. If any samba server appears/becomes avail-
able in the network this class will perform the search on it using
at.quanmax.dlna.aggregators.samba.SambaConnection class described
in Section 8.3.1/‘SambaConnection Class’ on page|61,

Also if any of the sources disappears this class is responsible for stopping
the search and removing the device from the tree.

The UML diagram of this class can be seen in Figure 17|{Aggregators Class|

on page 86

public static void restart() is a method that restarts currently running ticker
thread if any or starts a new one if no one was running before.

public static void start() will start the ticker thread. Only one ticker thread can
be running at the time.

public static void stop() stops currently running ticker thread if any.

8.4 GUI Package

The package at . quanmax .dlna.gui contains the GUI part of the application.
There are two dialogs whose UML diagrams are shown in|Figure 16 {GUI Dialogs|

on page 85, Some screenshots of the application can be seen in Sec-|

tion 9 ‘Application User Guide’ on page 71|
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8.4.1 AggregatorGUI Class

The main dialog AggregatorGUI, whose UML diagram can be seen in Figure 16 {GUI
Dialogs Diagram’ on page 85 and Figure 18 {Aggregator GUI Detail Diagram’ on
page|87, is the control point of the application. From it all the different aggrega-
tors (CDS Aggregator, LocalFS Aggregator and SMB Aggregator) or CDS Server
can be started. Also the whole file structure of the aggregated media files can be
browsed and details of the aggregated files can be displayed.

public static void disableDialog(String message) method will disable the con-
trol elements (i.e. buttons, checkboxes, ...) of the dialog and the text message,
given in the message parameter, will be shown in the status bar. The message
describes the reason of disabling the dialog.

public static void display() method shows the Aggregator GUI dialog using a
separate AWT thread.

public static void enableDialog() will enable the control elements (i.e. but-
tons, checkboxes, ...) of the dialog. It will also clear the status message in the
status bar.

public static AggregatorGUI getInstance() method is alazy singleton construc-
tor of the Aggregator GUI dialog class.

public void setInfoText(String text) sets the info text on the right side of the
dialog to the value of the text parameter.

public static void setStatus(String message) method sets the status message
in the status bar to value given by the message parameter.

public static void setStatusDone() sets the status message in the status bar to
“Done.” value.

public static void tick(Short id) pokes a ticker defined by id identification
number. This will cause that the corresponding indicator in the bottom area
of the dialog will blink.
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8.4.2 PreferencesDialog Class

The second dialog called PreferencesDialog (UML diagram can be seen in|Fig-|
ure 16 ‘GUI Dialogs Diagram’ on page 85) is used to configure the different parts
of the application (i.e. the different aggregators). Each aggregator has a separate
tab in this dialog and only aggregators which need to be configured have a tab
present.

public static String[] getFSDirs() gets the list of local file system directories to
search through and returns them as an array.

public static PreferencesDialog getInstance() is a lazy singleton constructor
of the PreferencesDialog class.

public static boolean getSMBSearchPublic() determines if Samba public search
should be performed or not. This method will return TRUE if public search
should be performed and FALSE if not.

public static String[] getSMBShares() method returns an array of samba share
URIs which should be searched through.

public static String getSMBWorkgroup() gets Samba default workgroup(s).
More than one workgroup can be specified by creating a symbol

separated list. The separator symbol between two workgroups
can be comma, semicolon or space. From this method the whole string as en-
tered is returned. The separation of the workgroups is done in

at.quanmax.dlna.aggregators.SambaAggregator#getWorkGroups () de-
fined in|Section 8.2.5 {SambaAggregator Class’ on page 61,

8.5 Media Models Package

The package at.quanmax.dlna.media.models contains object representa-
tion of all the different media file types and factories. The structure is based on
the UPnP ContentDirectory:1 AV Class Definition[36] and the UML diagram can
be seen in Figure 19| {Media Models Class Diagram/ on page 88| Detailed UML
diagram of the classes in this package are shown in Figure 20 {AbstractObject]
Class Detail’ on page 89, Figure 21|{DeviceObject Class Detail’ on page 90, Fig-|
ure 22 {ContentObject Class Detail’ on page 90, Figure 23 {MediaObject Class De-
tail’ on page 91, Figure 24 f{AudioObject Class Detail’ on page 92,

ageObject Class Detail’ on page 93 and Figure 26 {VideoObject Class Detail’ on
page|94,
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8.5.1 AbstractObject Class

This is the top-level abstraction of every object in the system file structure (see
Figure 20 {AbstractObject Class Detail’ on page 89). It implements the storage
back-end and common methods. This class has two successors: DeviceObject
(described in Section 8.5.2 ‘DeviceObject Class!) and ContentObject (described
in/Section 8.5.3|{ContentObject Class)).

8.5.2 DeviceObject Class

Is a class that is meant as the root for different devices (see\Figure 21HDeViceOb-
ject Class Detail’ on page 90). By different devices is not meant a different physi-
cal machine but different server application on different or same machines. For
example a DeviceObject will be created for a SMB share on PC1, UPnP CDS on
PC1 and also for SMB on PC2, etc. Basically a DeviceObject will be created for
each GS as described in Section 6.4 {Media Files Duplicates Identification’ on

page|53|

8.5.3 ContentObject Class

It is a superclass for all files on a device. Those files could possibly be also non-
media files in the future (see Figure 22 {ContentObject Class Detail’ on page 90).
The only successor of this class in the current implementation is MediaObject
class described in Section 8.5.4 {MediaObject Class].

8.5.4 MediaObject Class

It is a superclass of all media files on a device (see Figure 23/MediaObject Class|
Detail’ on page 91). The successor are: AudioObject class (described in Sec-|
tion 8.5.5 {AudioObject Class|), ImageObject (described in Section 8.5.6] {Ima-
geObject Class’ on page 66) and VideoObject (described in Section 8.5.7/{VideoOb-
ject Class’ on page|66) as the three main media types. The structure starting here
is based on the UPnP ContentDirectory:1 AV Class Definition[36].

8.5.5 AudioObject Class

Is a class meant for audio media files. The successors are: AudioBookObject,
AudioBroadcastObject and MusicTrackObject (see|Figure 24 {AudioObject Class|
Detail’ on page 92). All the successor classes are implemented in the prototype
but only MusicTrackObject is actually used.
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8.5.6 ImageObject Class

It is a class meant for image files. This class has only one successor in the cur-
rent implementation: PhotoObject (see|Figure 25|{ImageObject Class Detail’ on

page|93).

8.5.7 VideoObject Class

Is a class handling video files. The successors are: VideoBroadcastObject, Mu-
sicVideoClipObject and MovieObject (see Figure 26 VideoObject Class Detail’
on page|94). VideoBroadcastObject is implemented but not actually used in the
current implementation.

8.5.8 ItemFactory Class

Factory class to create org.teleal.cling.support.model.item.Item[16].
The UML diagrams of this class can be seen in|Figure 27| {Factories’ on page 95|
and Figure 28 ‘Item Factory Detail’ on page 96,

public static Item get(MediaObject object) method, which constructs
org.teleal.cling.support.model.item.Item object from
at.quanmax.dlna.media.models.MediaObject orsubclasses. Paramobject
specifies the at . quanmax.dlna.media.models.MediaObject to construct the
org.teleal.cling.support.model.item.Itemfrom.

8.5.9 ObjectFactory Class

This «class is a factory «class that 1is able to construct
at.quanmax.dlna.media.models.MediaObject from different objects. The
UML diagrams can be seen in Figure 27 {Factories| on page 95/and Figure 29 ‘Ob-|
ject Factory Detail” on page 97,

public static MediaObject getMediaObject(Item item) method constructs a
at.quanmax.dlna.media.models.MediaObject from given
org.teleal.cling.support.model.item.Item. The parameter itemspec-
ifies the org.teleal.cling.support.model.item.Item to construct the
at.quanmax.dlna.media.models.MediaObject from.

public static MediaObject getMediaObject(FileObject fo) constructs a

at.quanmax.dlna.media.models.MediaObject from given
org.openide.filesystems.FileObject. The parameter fo specifies the
org.openide.filesystems.FileObject to construct the

at.quanmax.dlna.media.models.MediaObject from. The method returns
the constructed at . quanmax.dlna.media.models.MediaObject.
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public static AbstractObject getObject(FileObject fo) is a method that con-
struct a at.quanmax.dlna.media.models.AbstractObject from
org.openide.filesystems.FileObject. The parameter fo specified the
org.openide.filesystems.FileObject to construct the
at.quanmax.dlna.media.models.AbstractObject from. It returns the con-
structed at .quanmax.dlna.media.models.AbstractObject.

8.6 Servers Package

The package at.quanmax.dlna.servers contains classes necessary to run
the server part of the aggregator. This part consists of three classes: Content-
DirectoryCollector (described in Section 8.6.1|‘ContentDirectoryCollector Class’
on page|67), ContentDirectoryServer (described in Section 8.6.2/{ContentDirec-
toryServer’ on page 68) and ContentDirectoryService (described in
Section 8.6.3|‘ContentDirectoryServiceClass’ on page 69).

8.6.1 ContentDirectoryCollector Class

This class collects all the aggregated files from all the different sources/devices,
sorts them (by artist, album, etc.) and stores them in the memory so the Con-
tentDirectoryService (described in Section 8.6.3|{ContentDirectoryServiceClass’
on page 69) can use them.

The ContentDirectoryCollector has 2 separated storages where it can put
the collected files: Storage A and Storage B. Only one is published to the Con-
tentDirectoryService and the second one is ready if another collecting job is per-
formed. Till the collecting is finished ContentDirectoryService has access to the
old collection and after the collecting job finishes the storages will switch roles.
Lets show this on an example:

In the beginning both of the storages are empty and the Empty Storage In-
dicator is set to TRUE. The Current Storage Pointer points to Storage A.

When the first collecting job starts it uses the Storage A. But no data are
available to the application because the Empty Storage Indicator is still set to
TRUE. After the first collecting job finishes the Empty Storage Indicator will be
set to FALSE and remains in that state until the the application exits.

When a next collecting job is started it will use the Storage B. The applica-
tion has access to Storage A till the collecting job is running. When the collecting
job finishes it will switch the Current Storage Pointer to Storage B.

Next time the collecting job will use Storage A again and after it finishes the
Current Storage Pointerwill be switched to point to Storage A. This way it will go
on every time a collecting job will be started.

public static void check() method performs media files check. This will start
a separate thread, which will collect all the media files to a separate storage (the
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other one than the one currently selected) in memory.

After the collection is done the actually used storage and the one where the
new data were collected will switch.

public static Container get() returns the root container from the current stor-
age.

public static Container get(String id) method, which returns the container
from the current storage identified by the id parameter.

public static boolean isLoaded() checks if any collection is loaded into the
storage. This will return TRUE after the first collection is loaded.

8.6.2 ContentDirectoryServer

In this class the whole UPnP stack will be setup. The service will announce itself
in the network, start the first collecting job using ContentDirectoryCollector and
start the ContentDirectoryService. Any UPnP complaint device in the network
will be able to browse through the collected media files.

public static UDN getUDN() method, which returns the Unique Device Name
(UDN) of this UPnP ContentDirectory server.

public static boolean isInterrupted() checks if the server thread was inter-
rupted. This does not have to mean that the server thread was stopped, just
that it will stop as soon as it will be safe. The method returns TRUE if the server
thread was already interrupted.

public static boolean isRunning() method check if the server thread is run-
ning or not. Even if the server thread was interrupted this can return TRUE,
meaning that it was not safe yet to stop the thread yet. If the server thread is
still running, this method returns TRUE, otherwise it returns FALSE.

public static void start() starts the server thread. Only one server thread can
be started at the time. Calling this method when one server thread is already
running will not do anything.

public static void stop() tries to stop the currently running server thread, if
any, by interrupting it. The server thread will not be stopped immediately.
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8.6.3 ContentDirectoryServiceClass

This class allows to make the collected media files available to the network.

public BrowseResult browse(String objectID, BrowseFlag browseFlag, String
filter, long firstResult, long maxResults, SortCriterion[] orderby) implements
browsing of the aggregated content. This is a required action defined by Con-
tentDirectory:1 [16].

public BrowseResult search(String containerld, String searchCriteria, String
filter, long firstResult, long maxResults, SortCriterion[] orderBy) method im-
plements searching through the aggregated content [16].

8.7 Libraries package
8.7.1 DMALIib Class

The DLNA Aggregator library contains project specific code shared across the
whole project.

8.7.2 FileSystemExporter Class

The FileSystemExporter class allows to export org.openide.filesystems.
FileObject into a XML file and compress the output XML file using ZIP com-
pression.

public static void exportFileToXML(String filename) exports all found devices
with aggregated media files into a XML file. The name of the file is specified by
filename parameter.

public static void exportFileToZip(String filename) method, which exports
all found devices with aggregated media files into a XML file compressed using
ZIP compression. Parameter £ilename specifies the name of the file.

public static void importXMLFile(String filename) method, which imports a
XML file into the tree of devices and aggregated media files. The name of the file
to import is specified by filename parameter.

public static void importZIPFile(String filename) importsa XML compressed
using ZIP compression into the tree of devices and aggregated media files. Pa-
rameter filename specifies the name of the file to import.
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public static void importSnapshots() imports all existing snapshots of the de-
vices and aggregated media files. Snapshots are XML files beginning with “snap-
shot_”" in the path of the application.

8.8 Testing of the Application

The application was tested using data, device arrangement and media files dis-
tribution described in Section 4 {Home Environment Example’ on page 35.
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9 Application User Guide

This section will describe how the application works from the user’s point of
view. When the application is started the application main window, shown in
Figure 11/{Application: Main Window’, will appear. All the aggregators (i.e. UPnP
ContentDirectory Aggregator, LocalFS Aggregator and Samba Share Aggregator)
and the CDS Server can be controlled from this window.

Aggregator Options
[} DLMA Aggregator Options

[]Samba

Switches

urnP Fs SME CDS SRY

Figure 11: Application: Main Window

9.1 Aggregation Process

To start aggregating the media files from the network, first the aggregators, which
will be used, have to be selected by checking the corresponding checkbox in the
Option area or from the Options menu.

After the desired aggregators are selected the DMA has to be switched on by
clicking the DMA button in the Switches area or in the Aggregator menu. The
DMA button in the Switches area will remain pushed as an indication that the
DMA is running. The aggregation can be interrupted any time by clicking on the
DMA button in the Switches area or in the Aggregator menu again. Clicking on
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the button will start/stop the aggregation process again. Already aggregated files
will not be deleted before but overridden, if necessary, during the aggregation
process. Only files which do not exist anymore will be removed from the list of
aggregated files.

During the aggregation process the devices and media files will
appear/disappear in the list as they will be connected/disconnected from the
network. This behaviour can be turned off by unchecking the Auto Refresh
checkbox in the Options area or in the Options menu. A manual refresh of the
whole tree can be performed by clicking on the Refresh button.

In the bottom left part of the main window (see Figure 11|{Application: Main|
Window! on page 71), following aggregator indicator labels can be seen:

UPnP for UPnP ContentDirectory aggregator
FS forlocal file system aggregator
SMB for Samba aggregator

9.2 Aggregators Configuration

l/ Local File System rSamha Shares |

Search Paths:

fmntfvideo2,FieldEackup;Music-UNORDERED { Wonders of The World
fhome/bolg/Photos
fhome/ bolg/Music

Figure 12: Preferences: Local File System

If the File System aggregator in the Options menu was checked the aggre-
gation process will also search through LocalFS. Directories which should be
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searched on the LocalFS can be defined in the Preferences in the Local File Sys-
tem tab (see Figure 12|‘Preferences: Local File System’ on page 72).

Samba Shares tab in the Preferences window shown in the Figure 13
erences: Samba Shares’ allows to setup the SMB Aggregator. It allows to set the
default workgroup, to check weather also public folders should be searched and
to set-up User Defined Shares.

Local File System | Samba Shares |

Workgroup: |BOLOS
Public Shares
User Defined Shares:

smb:ff kKubovy@192.168.0.102/ movies/;/ series/
smb:/ kubovy@192.168.0.103/ Users/ Kubovy,/ Music/;/Users/ Kubovy/Pictures/;/ Users, Kubovy/Videos/
smb:f f kKubovy@192.168.0.104 Users/ Kubovy f Music/;/Users, Kubovy/ Pictures/;/Users;/ Kubovy/ Yideos/

Username: |

Password: |

Host: [

Shares: |
Farmat: f[share_L1]/f; f[share_2]}; flshare_2]/;...

Figure 13: Preferences: Samba Shares

9.3 Browsing Aggregated Media

The directory tree can be browsed in the left part of the window and the details of
a device or media file will appear in the right side as soon as the corresponding
item in the tree is selected (see [Figure 15 {Application: Media File Detail’ on
page|75).

Each device will have its own folder in the root of the tree structure. The
name of the folder will be the name of the device and its type in parentheses. For
example a UPnP ContentDirectory Service on a computer called QUANMAXPC
will appear as “QUANMAXPC: Username: (UPnP Device)”, samba share on the
same computer will appear as “QUANMAXPC (Samba Share)”, local filesystem
will appear as "localhost (Local Machine)", etc. (see Figure 14 {Application: Ag-

gregation in progress’ on page 74).
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Every device will contain following folders in the tree structure:

AUDIO containing all audio files on that device.
IMAGE containing all image files on that device.
VIDEO containing all video files on that device.

Each device can also contain additional folder for the purpose of showing
the original file structure on the concrete device. Those folders are just for de-
bugging, development and presentation purposes. The ContentDirectory server
is not taking them into consideration.

Aggregator Options
n DLNAgggregator . Options

= ] leccinum {Local Maching) i

- T QUANMAXPC: Kubowy: (UPRP Desice) | 7w (et
- O MAXDAT AQUTE: Kubowy: (... g

- O QUANMAXPC (samba Share)

- O MAXDATAQUTE (Samba Share) g

~ 3 CHILICREEM (Sarmkbia Share)

Switches

CD5

: Save Snapshot
] i [v]:

Done.

Figure 14: Application: Aggregation in progress

9.4 Making Media available to the Network

To make the aggregated files available to other devices in the network, the UPnP
ContentDirectory Server has to be started. This can be done by clicking the CDS
button in the Switches area or in the Aggregator menu. The CDS button will re-
main pressed while the server is running. The server status indicator can be also
seen in the bottom left area of the main window in the indicator’s area under the
label SRV (see Figure 11 ‘Application: Main Window/ on page 71). The activity
indicator of the UPnP ContentDirectory Server is in the same are under the CDS
label.
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9.5 Saving and Loading Snapshots

9.5 Saving and Loading Snapshots

The aggregated files can be saved to a snapshot any time by clicking the Save
Snapshot button. If a snapshot is saved it will be automatically loaded before
the application starts next time. This allows a faster startup (we don't need to
wait till all the files are aggregated again the first time). The files loaded from
such snapshot will be overwritten by the next aggregation process as soon as the
particular aggregator comes to the particular file.

Aggregator Options

D Falco {Best Ofy - Emotional® |

[ Falco - Der Kommissar (F.
[ Falco - wiener Blut

D Falco - Caming Hame (Lo
[ Falca - Out Of The Dark
D Falco - Shake

[ Falco - Cyberlove

D {bd33ceae-48hf-4026-9
{Sea%=60f-a738-4f20-a
{68023 lec-252e-4695 -
{l2d6E1laz-7161-47ca-
{redd4s248-0cd4-475-9
{143ef253-eale-4b0c-8
{d920167a-6cd0-4597h-
{E0CE2110-5441-49e5-
{ecf4féad-hE92 -4310-ha
{44p96556-6fla-4eda-&
{SeSfefll-a248-44927-h
{fOBCOCdc-4544-4626-8
{S8hesbh28-4bCco-4180-
{b354d052-35e2-4fcd-3
{feee054d-815 1-4bf7 -1
{97heslaz-elaa-40d2-

MusicTrackObject{

album=

artists=Falco-ferformer

audio_type=MusicTrack

comparison=audio|Falco| [Uknown Album]|Out 0F The Dark
contributors=

date=

description=

display_name=Falco - Out OF The Dark

filename=15 - OQut OF The Dark.mp3

genres=13

Tanguage=unknown

Tong_description=

paths=/home/bolg/Music/Falco/Best 0F/15 - Out OF The Dark.m
5i7e=3429253

storage_medium=HDD

title=0ut OF The Dark

type=audio

visible=true
FiledbjectName={c447bdal-67el-4c%a-a6b3-0dc97elal3ce}
filedbjectExt=0
filetbjectNameExt={c447bdal-67el-4c9a-a6b3-0dc97edaiSce}.0
TiledbjectPath=Teccinum’ [AUDI0]/ {c347b4al-67el-dc9a-abb3-0d
FiledbjectType=data

4]

oD oOOooooooos

[*]

UPnF F5 SME CDS

SRV

Figure 15: Application: Media File Detail

Options

Auto Refresh
[ UPNP Devices
[] File System
[]Samba

Switches

DS

Save Snapshot

Done.
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10 Conclusion

Research about technologies related to the problem of aggregating media files
in the network, gathering additional information such as author, album, date,
etc. from them and make them available to other DLNA (UPnP) devices in the
network was done in this thesis. A market overview was made about existing
devices, software and similar solutions of this problem. A Home Environment
Example was introduced as a specimen of a typical usage environment of such
a problem and its solution.

In the second part of this thesis a solution was introduced to solve problems
such as collecting media files from different sources in a network, gathering and
normalizing metadata/tags from media files, identification of those files, media
duplicate identification and elimination and disposing collected files further to
the network.

Two usage cases were introduced based on different topology: Server Based
and Distributed topology, where the distributed topology allows saving network
connection resources in larger networks. It also allows to complete certain me-
dia files with additional metadata gathered by one DMA but not by another.

A prototype software was implemented to try out the solution and demon-
strate the possibilities of such implementation. The advantage of such solution
is that the files are aggregated from different sources like LocalFS, SMB, CDS, etc.
The introduced architecture of the implementation allows to add more types of
such sources (e.g. File Transfer Protocol (FTP), OBject EXchange (OBEX), etc.)
easily. The implemented types are aggregating media files from the particular
sources properly.

Also the media files duplicates identification, described in|Section 6.4/ {Me-
dia Files Duplicates Identification’ on page 53, was tested and works across the
different implemented aggregators.

The software prototype met all goals defined in Section 1.1 {Goal’ on page 3|
and all tasks listed in Section 1.2|{Tasks’ on page 4|

10.1 Application Proposal

Further to this thesis I would like to propose some improvements and/or ideas,
which are out the scope of this thesis:

e Implementation of more aggregator’s types such as Bluetooth (OBEX), (S)FTP,

WebDAV, etc.
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¢ Dividing aggregator types into two different categories. Stableand Mobile,
where the second one will include aggregators with low bandwidth and/or
unreliable access (i.e. OBEX) and the aggregated files will be also down-
loaded to the DMS device, where the DMA is running. The assumption in
this case is that the files available through such devices will be relatively
small, can be downloaded in reasonable time and there is enough space
on the DMS device with the DMA to store them.

o Implementation of Distributed Topology support between two or more
devices with DMA as described in|Section 7 {Topology’ on page 57,

¢ Implementation of metadata extraction from not yet supported Codecs
and File Formats.
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Figure 16: GUI Dialogs Diagram

85



p1oA unJ i

10pebabbyuopanguansisay _mw_,_ )

1o

_ P1oA

(dniziu) @

Quna g

101ebaabby Lopanquaiuo) _H_,_

-

<UOII2UU0IROLUES > |SAR LYy
< [BULS > 1SRy

Guus
ros

Lea|oog
plom
AoieGaubby1esoy
Plod
0J01ebaabbw RSOy (i)
101ebbbypensqy @ < T
..}.,_ ) AN
|
" " T
|
|
|
|
|
|
|
|
|
|
|
|
|
|
" T T
i L 4 L J
p1oA (dos (@

pioa  (<JoleBalB0y1Ies Oy > 1S HeLS (@
([1BuLs)urew @
Jo1ebbby ()

1o

Qsuoiauunliei %
(sdnoJosiomial @
(GuLIgBWENISOHIRE @ o

QunJ

101ebaibbyeques ﬂ_,_

____________g____

kS

A | A 1
i | | |
d_ —I_ _IIL H | “
| “ [ ! |
I R
] | | | [}
] | | | [}
] | | | '
I Pl i [
| | | | |
| i | | |
| i | | |
| il [
i 1
L] [ pioa OunJ @
“ .ﬁ”mmms ploA (QLEBISJ @
_ 5
- 0dols @ =
[ -
Lo e oms@ T
1
m ! m IDpILRqUES (T) <
| “ “
| i
| L
L
1
i | !
| | \ i
» | | | T |
| | \ |
VY _ Wl “
Gus i
1
LUeajoog |
1
BuLg “
ploA |
- 1
pPlos Quels (i) !
pIoA OuameaSIaNgLElS @ |
——a

(BuLs BuLlls BullsuolIsUUCBOWES (@)

:n_ﬁucznumnEmm@

Aggregators Class Diagram

Figure 17

86



(C) AbstractNode
(m) Abstracthode(string)
(m) AbstractMode(String, String)

(m setObject{AbstractObject) wvoid
1 (C) AggregatorGul (m) getObjectn AbstractObject
| (@ tick(Short) void (m getName) string
{m) getinstance() AggregatorGul (m) setName(string) vaid
() display) woid (m) getDisplaytameai string
== (m setinfoText(String) wvoid (m) setDisplaytlameistring) wviid
i () disableDialagistring) wvoid (m) insert{MutableTreeMode, int)  wvoid
i () enableDialog() wvoid (m removeiint) wvoid
i r—> 4 setStatus(String) wvoidl (m) getChildAt(int) TreeMode
cr’.eiate» d‘:l, setstatusDoned) vt:ild m, getChildCount() int
i ! m, getindex(TreeMode) int
————————— | (ml children() Enumeration
«creiate» m, cloned Object
: '@'IOS}HHQO AString
iL «cre%ate» 1 i
D S
() DynamicTree
(m) DynamicTreetAggregatorGul
(m) getTree() [Tree
(m removeCurrentiode() wiidl
(m) getRoothode() AbstractMode
(m) getChildiabstractMace, int) ApstractMode
mJ getModes(String) Arraylist < AbstractMode >
= (m removeAllNodes) wviid
i (m) removeAllNodes(string) wviid
i m, removelode(AbstractObject) void
| r@ addMode(AbstractMoce) Abstractbode
i (m) addMode(abstractMode, Abstractiode, boolean) AbstractMode
i i addMode(AbstractObject) void
| m valueChangediTraeselectionBEvent) wiid
i mJ setTreeEnablediboolean) void
|
|
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Figure 20: AbstractObject Class Detail
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Figure 21: DeviceObject Class Detail

(C) ContentObject

(m) ContentObject(FileObject)
(m ContentOhjectiSmbFile)

(m) ContentObject(File)

(m ContentObjectiString, String)

(m clelate) woid
(m) moveToDevice{DeviceObject) wioicl

Figure 22: ContentObject Class Detail




{€) MediaObject

(m MediaObject(FileObject)
rq, MediaObjectiSmibFile)
(m) MediaObjectiFile)

(m) MediaObject(tern)

arq, normalizeTitle(string)
) getiDg

w satlDistring)

L getTypel

| setType(TYPE)

I setClazz{atring)

&

| setComparison(string)

e

' setComparisonstring ()

anl getUnknownTitleCount()

T getTitleq

ﬂrq, setTitle(string)

am_, deletad)

<g:q, getMediaTypeFoldertfameiTYPE)
arq, getMediaTypeFoldertamead

arq, moveToDevice(DeviceOhject)

(m getltemi)

am_, normalize(string)

String
String
wiid
TYPE
wiidl
wiidl
void
wiid
int
String
wiidl
wiid
string
String
wiidl
[tem
atring

(E) TYPE
(m) TYPEString)

(m) toString() String
) getType(string)  TYPE

Figure 23: MediaObject Class Detail




92

(E) AudioObject

m, AudioObject(FileObject)
(m AudioObject(SmbFile)
(m) AudioObject(File)

(m) AudioObject(Audioltem)

5

m getUnknownTitleCount()

=

n normalizesrtist(Ferson(])
' normalizeAlbumistring)

EX

) setDescripiton(string)
' addGenreistring)
' setLanguage(string)

=)

L=

' setLongDescription(string)
' setPublishersiPerson[])

U setRelationsi{URI[])

m setRights(tring[])

(m) getltern()

EXX

5 &

2

(m) setComparisonString()

int
string
string
wioid
woidl
woid
wioid
wioid
wioid
wioid
Item
woidl

() AudioBookObject
(m) AudioBookObject(FileOhject)
m, AudioBookObject(audioBook)

(Z) AudioBroadcastObject
(m AudioBroadcastObject(FileObject)

f f

m, AudioBroadcastObject{audioBroadcast)

() MusicTrackObject

(m) MusicTrackObject(FileObject)
(m) MusicTrackObjectiMP3File)

m) MusicTrackObjectiMusicTrack)

(m getitern()

ltem

(m getitern()

Itemn
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