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SUMMARY 

The presented habilitation treatise takes the form of a collection of selected journal and conference 

papers published by the applicant in the recent five years. The unifying theme of distributed cooperative 

control can be seen as a common thread tying the whole collection together. Taken together, these 

present an author’s contribution towards the current state-of-the-art in cooperative control. They bring 

interesting novel theoretical results and compelling applications, as well as open potential avenues of 

future research.  In particular, the first chapters describe theoretical results for homogeneous agents’ 

state synchronization and heterogeneous agent output synchronization. The following two chapters 

bring some applications to a compelling problem of distributed estimation and control, with specific 

focus on, but not limited to, distributed vibration reduction. Final chapter considers adaptation to yield 

completely distributed synchronization protocols.   

A concise exposition of related recent results in distributed control of homogeneous agents, in 

Chapter 1, provides a wider framework for two immediate sequels. First of these, Chapter 2, brings 

technical details on state synchronization of homogeneous agents using static output-feedback. The 

following Chapter 3, on the other hand, extends the synchronizing region methods by considering 

communication delays. The fourth chapter, in contrast, considers general heterogeneous agents; 

providing conditions for output-synchronization and an L2-bound in case of disturbances acting on the 

system. Building further on the revealed necessary and sufficient single-agents’ conditions required for 

this, the fifth chapter casts output-synchronization and disturbance suppression in the form of graphical 

games. 

On the applied side, Chapter 6 proposes networked observers that distributively fuse plant’s 

estimates for control of large linear-time-invariant plants. If several measurements of differing reliability 

are available, one can further attempt sensor fusion, as discussed in Chapter 7. This then ideally 

improves on even the most precise measurements. The final Chapter 8 investigates adaptive consensus 

protocols, replacing the only remaining centralized piece of information required in the synchronizing 

region-based designs with dynamic adaptation. These results are applicable, in principle, to all 

synchronizing region based designs, which, in turn, makes them all fully distributed. 
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SOUHRN 

Prezentovaný habilitační spis má formu souboru vybraných časopiseckých a konferenčních článků, které 

uchazeč publikoval v posledních pěti letech. Jednotící téma distribuovaného kooperativního řízení lze 

považovat za společnou nit spojující celou sbírku dohromady. Tyto články představují příspěvek autora k 

současnému stavu poznání v kooperativním řízení. Přinášejí zajímavé nové teoretické výsledky a slibné 

aplikace, stejně jako otevřené možnosti budoucího výzkumu. Zejména první kapitoly popisují teoretické 

výsledky pro synchronizaci stavu homogenních agentů a synchronizaci výstupu heterogenních agentů. 

Následující dvě kapitoly přinášejí některé aplikace k důležitému problému distribuovaného odhadu a 

řízení se zvláštním zaměřením na distribuované snížení vibrací. Závěrečná kapitola se zabývá adaptivními 

protokoly, které přináší úplnou distribuovanou synchronizaci. 

Stručné představení souvisejících nedávných výsledků v distribuovaném řízení homogenních 

agentů v kapitole 1 poskytuje širší rámec pro dvě následující kapitoly. První z nich, kapitola 2, přináší 

technické detaily o synchronizaci stavu homogenních agentů pomocí statické výstupní zpětné vazby. 

Následující kapitola 3 na druhé straně rozšiřuje metody synchronizační oblasti o zahrnutí komunikačních 

zpoždění. Čtvrtá kapitola se naopak věnuje všeobecným heterogenním agentům a představuje 

podmínky pro výstupní synchronizaci a potlačení poruch působících na systém. Pátá kapitola na základě 

odhalených nezbytných a postačujících podmínek ukazuje synchronizaci výstupů a potlačení poruch v 

podobě grafických her. 

V souvislosti s aplikacemi kapitola 6 navrhuje síťové pozorovatele, kteří slučují odhady stavů pří 

řízení velkých lineárních časově invariantních systémů. Pokud je k dispozici několik měření rozdílné 

spolehlivosti, lze se pokusit o fúzi senzorů, jak je uvedeno v kapitole 7. Tím lze zlepšit i nejpřesnější 

měření. Závěrečná kapitola 8 zkoumá protokoly adaptivního konsenzu nahrazením jediného zbývajícího 

centralizovaného požadovaného údaje v návrzích založených na synchronizační oblasti dynamickou 

adaptací. Výsledky jsou v zásadě použitelné pro všechny návrhy založené na synchronizační oblasti, které 

tak všechny dělají plně distribuované. 

  

3



Klíčová slova: kooperativní řízení, multiagentní systémy, distribuovaná zpětná vazba, synchronizace, 

synchronizační oblast, časová zpoždění, regulace výstupů, princip vnitřního modelu, distribuovaní 

pozorovatelé, fúze senzorů, protokoly adaptivního konsenzu 

 

Key Words: cooperative control, multi-agent systems, distributed feedback, synchronization, 

synchronizing region, time-delays, output regulation, internal model principle, distributed observers, 

sensor fusion, adaptive consensus protocols. 

 
  

4



CONTENTS 

The presented habilitation treatise takes the form of a collection of selected SCI Expanded journal and 

conference papers published by the applicant in the recent five years. The unifying theme of distributed 

cooperative control can be seen as a common thread tying the whole collection together. Taken 

together, these papers present author’s contribution towards the current state-of-the-art in cooperative 

control. They bring interesting novel results and compelling applications, as well as open a number of 

potential avenues of future research.  

 
 

The presented papers are as follows: 

1. Synchronizing Region Approach for Identical Linear Time-invariant Agents 

2. Distributed static output-feedback control for state synchronization in networks of identical LTI 

systems 

3. Cooperative synchronization control for agents with control delays: A synchronizing region approach 

4. H∞ Output Regulation of Linear Heterogeneous Multi-Agent Systems over Switching Graphs 

5. Differential Graphical Games for H∞ Control of Linear Heterogeneous Multi-Agent Systems 

6. Distributed Observer and Controller Design for Spatially Interconnected Systems  

7. Distributed Estimation on Sensor Networks with Measurement Uncertainties 

8. Distributed Adaptive Consensus Protocols  

Distributed Adaptive Consensus Protocols with Decaying Gains on Directed Graphs 

Distributed Adaptive Consensus Protocol with Eigenvalue Estimation 

9. Structured Curriculum Vitae and List of Publications 

  

5



ACKNOWLEDGMENTS 

My sincere gratitude goes to all my colleagues and friends who directly and significantly contributed to 

specific papers collected in this habilitation treatise. In particular, first and foremost I wish here to thank 

prof. Ing. Michael Šebek dr.sc. for his continuing support and encouragement. No less am I indebted to 

doc. Zdenek Hurak and doc. Martin Hromčik for all their help and good advice in these past five years. 

Special thanks go to my fellow coauthors; dr. Farnaz Adib Yaghmaie, prof. ing. Tomaš Vyhlidal, PhD, prof. 

dr.sc. Sergej Čelikovski, as well as to Xueji Zhang, PhD, Štefan Knotek, the PhD candidates whom I had 

both the pleasure and honor to advise, and to MS. Martin Gurtner. Without their dedicated efforts 

many finer details of the work presented here would be absent. I am wholeheartedly looking forward to 

much future fruitful collaboration. 

The research presented in this treatise was covered under the following grants: 
 

-NSF grant ECCS-1405173, ONR grant N00014-13-1-0562, ONR grant N000141410718, grant 

W911NF-11-D-0001, China NNSF grant 61120106011, and China Education Ministry Project 111 (No. 

B08015),  

-European social fund within the framework of realizing the project ‘‘Support of inter-sectoral mobility 

and quality enhancement of research teams at Czech Technical University in Prague’’, 

CZ.1.07/2.3.00/30.0034. 

-Grant Agency of the Czech Technical University in Prague, Grant no. SGS14/182/OHK2/3T/ 12. 

-ONR grant N00014-17-1-2239, China NSFC grant 61633007, the ATMRI-CAAS Project on Air Traffic 

Flow Management with the project reference number ATMRI: 2014-R7-SU 

-European Regional Development Fund under the project Rob4Ind4.0 (reg. no. CZ.02.1.01/0.0/0.0/15 

003/0000470). 

-NRF BCA GBIC grant on Scalable and Smart Building Energy Management (NRF2015ENC-GBICRD001-

057). 

-Grant Agency of the Czech Technical University in Prague, grant No. SGS16/232/OHK3/3T/13 

-Czech Granting Agency GAČR grant 16-25493Y 

  

6



COPYRIGHT 

The works in the presented habilitation thesis are protected by copyright by Elsevier, IEEE and Wiley. They are 
presented and reprinted in accordance with the copyright agreements with the respective publishers. Further 
copying or reprinting can be done exclusively with the permission of the respective publishers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
© Kristian Hengster Movric 2018, 

© Wiley 2018,  

© Elsevier 2015, 2015, 2016, 

© IEEE 2017. 

  

7



INTRODUCTION 

This treatise brings an overview of some recent advanced methods and results in distributed 

cooperative control. Classical control theory has a number of well-studied and time-proven design 

concepts; such as optimal control theory, the Internal Model Principle (IMP), H∞ control for disturbances 

and the related game theoretic formulations. These were all originally applied to a system or a plant in a 

way which in hindsight we would now call centralized. With the growth in available computational 

power and a steady decrease in computer size and price, it became possible first to decentralize the 

controllers, and more recently to make them cooperate in a distributed manner. Surprisingly enough, 

the classical centralized theoretical concepts found their novel applications in this distributed domain as 

well, often in less-than-straightforward ways. Their familiar well-documented properties are since 

recently made to apply to autonomous single-agents, rather than the multi-agent system as a whole, 

allowing for designs which elegantly solve some of the canonical distributed control problems. This 

treatise particularly addresses the state synchronization problem for identical agents using distributed 

state and output-feedback, and the output synchronization problem for heterogeneous agents using 

distributed output-feedback, possibly under the effect of disturbances. Game theoretic formulations of 

N-player graphical games for state or output synchronization are mentioned together with their 2N-

player H∞ counterparts, mirroring classical 2-player H∞ game concepts.   

A concise exposition of related recent results in distributed control of homogeneous agents is given 

first, providing a wider framework for two specific developments highlighted in the immediate sequels. 

This part originally appears published as a chapter in the book Control of Complex System; Theory and 

Applications, edited by Sarangapani Jaganathan and Kyriakos Vamvoudakis, in 2016. It specifically covers 

various applications of the fruitful synchronizing region method to problems encountered in analysis and 

design of distributed cooperative control. The synchronizing region method, in particular, relies heavily 

on conventional optimal control results and their more sofisticated variants, as well as on the classical 

Lyapunov stability theory. It, ideally, decouples the single-agent controller design from detailed 

properties of the communication graph topology. Two chapters following immediately bring specific 

technical results covered only briefly in this introductory general overview.  

First of these, originally published in Elsevier’s Automatica, (IF: 6.126, the main IFAC journal), in 

2015, brings technical details on application of the synchronizing region method to state synchronization 

of homogeneous agents using static output-feedback. Restricting the choice of feedback to outputs only 

brings additional difficulties for the cooperative control design, as well as it somewhat restricts the type 

of graph topologies that allow for synchronization in the considered manner. The benefit, however, is a 

simple, time-invariant feedback guaranteeing distributed state synchronization and a finite H∞ bound in 

presence of unmodelled disturbances. Developments of this chapter build on the earlier work on 

optimal output-feedback control and extend conventional results on distributed state-feedback to 

output-feedback settings. Specific contributions brought in the original paper are that the restrictive 

conditions in previously existing literature are removed to provide synchronizing controls for the general 

static output-feedback case, including non-passive systems and systems not satisfying any simplifying 

rank conditions. Applications are made to globally optimal designs including bounded L2 gain 

synchronization, zero-sum games Nash equilibrium, and globally optimal control. Two similar conditions 
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on the local output measurement matrix and the global graph Laplacian are given that reveal the 

symmetry between local information restrictions due to output-feedback and global information 

restrictions due to the graph topology. A new class of digraphs is defined that satisfy this global 

condition. The structure of the guaranteed synchronization region for static output-feedback is studied 

and found to be a conical sector, not a right-half plane as found for the full state-feedback. A numerical 

example is provided that shows the applicability of these results in a case where previously existing 

results cannot be applied. 

The following chapter, originally published in Elsevier’s Journal of the Franklin Institute, (IF: 3.567), 

in 2015, takes into account communication time-delays which are realistically unavoidable in real-world 

distributed systems. It proves to be possible, using Razuminkhin-Lyapunov stability analysis, to apply the 

spirit of synchronizing region methods to systems with uniform time-delays, yielding delay dependent 

synchronizing regions that restrict the time-delay as well as the graph topologies allowing for 

synchronization. In particular, the delay-dependent synchronizing region is found to be bounded and 

shrinking with the growing time-delay. These results are applicable, in principle, to all distributed control 

cases analyzed originally as delay-free. Moreover, they reduce naturally to the familiar delay-free results 

when the bound on the delay is pushed to zero. Therefore, albeit somewhat conservative, results 

elaborated in this chapter present a natural extension of the conventional and more familiar 

synchronizing region concepts. As its first original contribution, this chapter brings together Razumikhin 

stability analysis and distributed cooperative control to extend the classical synchronizing region 

approach of delay-free distributed control to delay-dependent synchronizing regions applicable to 

agents with uniform control delay. The delay-dependent synchronizing region reduces effects of the 

communication graph topology to robust stability of a single-agent closed-loop system with delayed 

feedback. This concept first appeared in the context of oscillator synchronization. However, in contrast 

to earlier results, the approach proposed in this chapter accounts for realistic controllability properties 

of single-agents and provides a connection and comparison between the delay-free distributed feedback 

design and the familiar case of non-zero delays. Moreover, this chapter extends results on delays for 

cooperative control reported previously in the literature to LTI agents on directed graphs, and 

conventional synchronization results to the case of uniform delays. In contrast to earlier results, here 

are considered general directed, albeit constant, graph topologies and stability conditions are derived 

depending on single-agent system properties. Hence, stability analysis is scalable and does not involve 

considering the entire multi-agent system. The price to pay for that is the requirement to restrict one’s 

attention to identical agents with uniform time-delays. As a second contribution, qualitative properties 

of delay-dependent synchronizing region, characterizing robust stability, are addressed. It is found that 

for non-zero delays the guaranteed delay-dependent synchronizing region is inherently bounded. 

Therefore one has a situation akin to discrete-time synchronization, and its bounded synchronizing 

region, elaborated in earlier work of the author. The nature of this sufficient condition is qualitatively 

similar to other results in the literature which give necessary and sufficient conditions for single-

integrator consensus under delays. One finds here also the already mentioned tradeoff between fast 

synchronization and robustness to delays. A static cooperative synchronization control design procedure 

is given based on the guaranteed delay-dependent synchronizing region. The third contribution is in 

bringing stricter conditions for the stronger property of exponential cooperative stability with a 
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prescribed convergence rate. In that this paper extends delay-free results on convergence in the 

literature to agents with a uniform control-delay. Numerical example validates the proposed approach. 

Considering a more general class of heterogeneous agents, treatment via synchronizing region 

methods is not directly applicable. Furthermore, the canonical distributed control problem appropriate 

for such multi-agent systems is output synchronization instead of state synchronization. Namely, the 

states of heterogeneous agents need not be commensurate to each other in any way, so aiming for their 

equality is generally ill posed. Outputs, on the other hand, if made to belong to the same vector space, 

can theoretically still synchronize. Following the seminal 2009 paper by Wieland, Sepulchre, Allgower, 

the Internal Model Principle is necessary and sufficient for achieving this goal. However, the Internal 

Model Principle further hints at an even more general geometrical structure of heterogeneous agents 

that may synchronize over general outputs. A paper published in the Wiley’s International Journal of 

Robust and Nonlinear Control (IF: 3.856), in 2018, uses this insight to design distributed controls via LMIs 

for such generalized agents to guarantee output-synchronization and an L2-bound in case of unmodelled 

disturbances acting on the system. These results are applicable to modelled disturbances as well, 

combining two complementary sets of geometrical requirements on single-agent structure. 

Developments of this chapter thus generalize the type of distributed feedback used for output 

synchronization as well as lift the specific assumptions on structure of the controller often used in 

earlier publications.  Specifically, this chapter brings two main contributions. Firstly, it considers a group 

of heterogeneous agents in contrast to the homogeneous agents usually considered in previous 

publications. It assumes that the agents are subject to both modeled and unmodeled disturbances and 

aims to achieve H∞ output regulation in comparison with previous results which do not consider 

unmodeled disturbances at all. Secondly, it allows the agents to communicate over a general class of 

switching graphs. In comparison, previously existing results in the literature usually did not consider 

switching graphs and the switching graphs, when considered, could change only over a set of topologies 

containing spanning trees. Those assumptions are not needed here. These two objectives are achieved 

using the simplest form of the controller; a static distributed output-feedback controller in a general 

framework without requiring limiting assumptions like acyclic graphs, or homogeneity or passivity of the 

single-agents. 

Building further on the revealed necessary and sufficient geometrical structure of general 

heterogeneous agents required for output-synchronization over general outputs, the following chapter 

shows how output-synchronization and disturbance suppression problems can be cast in the form of 

N/2N player graphical games. Graphical games were introduced in the literature, starting in 2010, to 

deal with homogeneous agent state synchronization and the corresponding L2-bound, but as these 

novel results show, they are equally applicable in this broader context. Solution methods are based on 

reinforcement learning and adaptive networks, offering distributed on-line solutions to the derived 

game theoretic optimization problems.  In particular, there are four main contributions of this chapter. It 

defines the novel concept of graphical games for heterogeneous agents as opposed to homogeneous 

agents hitherto considered in the literature. This allows one to achieve output regulation among 

heterogeneous agents. Graphical game for heterogeneous agents is considered in the literature already, 

however, the communication graph there is required to be acyclic (i.e. there are no loops in the graph). 

This restrictive assumption significantly simplifies the formulation and decouples the controller design of 
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each single-agent from the others. Furthermore, this chapter assumes that the agents are subject to 

unmodeled disturbances and defines an H∞ graphical game for heterogeneous agents. The only previous 

reference pertaining to H∞ control of multi-agent systems in the graphical game framework considers 

only homogeneous agents. Also, the H∞ graphical game for heterogeneous agents results in coupled 

Hamilton-Jacobi-Bellman equations that are difficult to solve analytically. Hence, Reinforcement 

Learning is used and new actor-critic networks are developed to obtain solutions to these equations. In 

contrast, the actor-critic networks in the literature can be used only for homogeneous agents. 

Additionally, this chapter also brings an upper bound for the L2-gain of output synchronization error 

with respect to unmodeled disturbances; in contrast to existing results, which do not calculate the upper 

bound but only contend its existence.  These results hint at interesting possibilities for distributed MPC 

games, to name just one potential future direction of research.  

On the more applied side of such purely theoretical developments, a recent boost in computational 

power paves the way to decentralization, distribution and development of real-world high performance 

networked systems consisting of various agents. Networking allowed for a new phenomenon of smart 

networks: e.g. Internet of Things, interconnecting smart devices all over the world and building smart 

ecosystems in public and private sphere: intelligent buildings, smart power grids, etc. The present is 

indeed witnessing an increasingly automated and networked world, where novel concepts of smart 

factories, cities, automated highways, etc. are leading us to a more intelligent future. With rapid 

advances and integration of computing, communication and smart sensing technologies, small-sized and 

low-cost sensing devices with embedded processing and communication capabilities are already being 

deployed in a wide range of environments. These technical achievements attract researchers to the 

emerging field of Networked Control Systems (NCS), and their synonymous Cyber-Physical Systems 

(CPS). These systems consist of agents networked by a communication topology, integrating two 

complementary fields: control theory and graph theory. Distributed NCSs find a wide range of 

applications in formation control of mobile robots, satellites, vehicles, energy generation in micro-grids, 

estimation by sensor networks, synchronization of coupled oscillators, describing agreement in human 

social networks, to name only a few. 

The results, originally published in the IEEE Transactions on Control Systems Technology, (IF: 4.883), 

in 2017, particularly consider networked observers that fuse plant’s state estimates for control purposes 

and associated controllers for large linear-time-invariant plants. The main motivation was to address 

pressing industrial concerns regarding vibration suppression in emerging smart materials and structures. 

Hence, specific target plants are large-scale flexible structures e.g. aircraft fuselages, truss bridges, 

lattice towers, etc. In order to satisfy the ever stricter environmental criteria manufacturers are looking 

into light-weight constructions that usually have decreased inherent vibration damping. Mechanical and 

structural vibrations are detrimental to the functioning and safety of these plants, hence effective 

vibration suppression is required in many cases. Thus arises the need for smart materials or piezo-

composites that are able to do the task.  In our framework, each agent has some or all of the following 

functions: sensing, actuation, communication and information processing.  Presented results show a 

successful application of distributed estimation via cooperative consensus for each actuating agent to 

gain an estimate of the overall environment’s state, which is then used for its control. Namely, every 

agent uses its own information together with information from its immediate neighbors to reach an 
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agreement on states with all the other agents in the network, called consensus or synchronization. 

Design of observers and controllers is a crucial problem for the considered plants. Each observer builds a 

part of its plant’s state estimate based on its own local measurements, and the remaining part comes 

from the network. Partial measurements from different sensing agents are thus fused by the network 

through distributed communication. A distributed observer design is facilitated by the synchronizing 

region methodology for pinning control. Namely, the environment is considered as partially pinning into 

the network at the sensing nodes. Separation principle is found not to hold for this particular dynamic 

regulator architecture so care is required in designing observers and controllers to guarantee overall 

observer convergence and system stability. Controllers are designed via linear quadratic regulator (LQR) 

precepts to account for this fact in a flexible manner. The design conditions may be somewhat 

conservative, but one gains robustness to sensor failures and flexibility to network topology changes as 

an upshot. Specifically, the main contributions of this chapter are as follows.  The communication graph 

topology is separated from the observer/controller design. Furthermore, the requirements on graph 

topology are relaxed from (connected) undirected graphs to more general directed graphs, compared 

with the previously existing results. Moreover, since the observer design is single-agent based, it leads 

to flexibility in terms of integrating additional sensors to the existent network and graceful degradation 

in case of communication link failures as long as connectivity requirements remain satisfied. These 

properties were not expected in the currently available literature. 

Disturbances and uncertainties were at first not considered.  However, notwithstanding compelling 

results, assuming measurements of perfect accuracy, albeit only partial, is naturally too strong a 

requirement for practical applications, even though it is satisfied in real-world cases to a fair degree, as 

indeed attested by physical experiments. Still, if several measurements of differing reliability are 

available, one can attempt sensor fusion taking into account the differing precisions of individual 

measurements, which is the topic of Chapter 7. This then ideally improves even on the most precise 

measurements. Although distributed Kalman filter developments, aiming to achieve these or similar 

ends, are already familiar in the literature, this discussion proposes a design of considerably simpler 

nature; one which is time invariant-thus simplifying implementation; does not require communication of 

variance matrices among different observers-thus reducing the communication load in the network; is 

generally suboptimal but nevertheless of satisfactory performance and robust to potential single-agent 

failures. Results clearly show appreciable disturbance suppression of the proposed design. These 

distributed observers can, of course, be used for control purposes along the lines of the previous 

chapter. The particular contributions of this chapter are in that it considers a more general 

communication topology than the previously proposed distributed observers. Moreover, the nodes 

implement a local Kalman filter to estimate the observable fraction of the plant state. Also, the nodes 

use information on process and measurement noises and apply information-weighted fusion to reach an 

agreement on the estimate of a plant state. Furthermore, the design and implementation of the 

proposed observer is fully distributed, in the sense that each node designs its local observer based on its 

own information and the information coming from its neighbors. In addition to that, the proposed 

design offers incorporation of redundant nodes or insertion of new communication links to the network 

to improve robustness to node or communication link failures. 
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The final Chapter 8 investigates possibilities of using adaptive consensus protocols on directed graph 

topologies in which the only remaining requirement for centralized information in the synchronizing 

region-based designs is avoided through adaptation of the coupling constant. In particular, the coupling 

constant in the synchronizing region designs, required by each single-agent, is often found to depend on 

the global graph topology, which is not known to each/any single-agent. Distributed adaptation 

protocols are supposed to, in a way, overcome this obstacle by providing that information to all single-

agents dynamically. To put it simply, the local coupling gain of each agent is made to increase in 

dependence on its local neighborhood disagreement until synchronization is achieved. This may lead, 

however, to final coupling gains which are higher than those necessary for cooperative stability. Thus we 

propose the coupling gain decay to find the minimal level for the coupling gain values, achieving 

cooperative stability with a lower control effort. For directed graphs we stick to the simplest form of 

distributed feedback and avoid such nonlinear prescriptions as are proposed elsewhere in the literature. 

Preliminary results in this research direction were first presented on the 2016 Necsys conference, and 

2017 Process Control conference. Work continues further on this topic. Results are applicable, in 

principle, to all designs based on the synchronizing region methods, which would, in turn, make them 

indeed fully distributed. 
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1. SYNCHRONIZING REGION APPROACH FOR IDENTICAL LINEAR TIME-INVARIANT AGENTS 

Kristian Hengster-Movric and Michael Sebek, Synchronizing Region Approach for Identical Linear 

Time-Invariant Agents, Control of Complex Systems - Theory and Applications, Ch. 18, Elsevier, pp. 

519-548, 2016. 

This concise but comprehensive exposition of recent results in distributed control originally 

appears published as a chapter in the book Control of Complex System; Theory and Applications, 

edited by Sarangapani Jaganathan and Kyriakos Vamvoudakis. It specifically covers various 

applications of the fruitful synchronizing region method to problems encountered in analysis and 

design of distributed cooperative control of multi-agent systems. It serves to provide a general 

framework for the more specific developments given in the sequel. In particular, this part is 

immediately followed by two papers that first brought specific technical results covered only 

briefly in this first introductory chapter. Those are the synchronization of states in identical agents 

using static output-feedback, and synchronization of states in identical agents under tim-delays.  

This chapter brings a selection of recent results in the field of identical system cooperative state 

synchronization. The presentation is by no means exhaustive, rather it focuses on a set of related results. Design 

methods are given herein for distributed synchronization control of continuous and discrete-time multi-agent 

systems on directed communication graphs. The graph topology properties generally complicate the design of 

synchronization controllers due to an interplay between the eigenvalues of the graph Laplacian matrix and the 

required stabilizing feedback gains. Methods surveyed here decouple the single-agent requirements from the 

detailed graph topology and bring control designs based on single-agent Riccati equations. Riccati equations 

are fairly familiar from conventional control theory where they find extensive applications, in particular in 

optimal linear quadratic regulator problems. Hence, stabilizing properties and robustness margins of feedback 

gains designed from their solutions are well known. Several conditions are given for state synchronization 

relying on relations of graph Laplacians’ eigenvalues to various regions in the complex plane. Those regions 

depend on single-agent dynamics and solutions of appropriate Riccati equations. Distributed observation for 

agents networked on directed graphs is also investigated as a problem dual to multi-agent distributed 

synchronization. Cooperative observer design guaranteeing convergence of estimates of all agents to their 

actual states is proposed. This approach applies similarly to continous- and discrete-time systems. It is shown in 

particular that, in contrast to unbounded continuous-time synchronizing region, the discretetime synchronizing 

region is inherently bounded. Hence conditions for observer convergence and state synchronization in discrete-

time are stricter than those in continuous-time. In the case of only outputs being available for feedback control 

the distributed static output-feedback (OPFB) control can be used. The synchronizing region of static OPFB 

control for continuous-time systems is exposed and found to be conical, unbounded but generally different in 

shape from the infinite right-half plane synchronizing region of distributed full state-feedback. Furthermore, 

multi-agent system synchronization under control signal delays is presented. All agents are assumed to have the 

same control delay. Delay-dependent synchronizing region is defined and methods are given guaranteeing its 

estimates. In the latter instance one must admit, in the present form, a considerable conservatism, which is a 

general feature inherent to simpler delay-dependent stability conditions. In principle less conservative methods 

can be applied following the same lines of reasoning. However, the presented delay-dependent estimate of a 

synchronizing region reduces naturally to that of delay-free system if the delay is set to zero. It is also shown 

that synchronizing region methods provide assessment of robustness to single-agent disturbances and 

uncertainties. Extension of the synchronizing region to H∞ robustness in presence of disturbances is only 

briefly mentioned. As for single-agent uncertainties, being of the type that all agents remain identical, the 

amount of uncertainty restricts graph topologies that allow for synchronization.  
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Synchronizing Region Approach for Identical Linear Time-invariant Agents 

Kristian Hengster Movric, Michael Sebek 

Summary 

This survey brings a selection of recent results in the field of identical system cooperative state synchronization.  
The presentation is by no means exhaustive, rather it focuses on a set of related results. Design methods are given 
herein for distributed synchronization control of continuous and discrete-time multi-agent systems on directed 
communication graphs. The graph topology properties generally complicate the design of synchronization 
controllers due to an interplay between the eigenvalues of the graph Laplacian matrix and the required stabilizing 
feedback gains.  Methods surveyed here decouple the single-agent requirements from the detailed graph topology 
and bring control designs based on single-agent Riccati equations. Riccati equations are fairly familiar from 
conventional control theory where they find extensive applications, in particular in optimal linear quadratic regulator 
problems. Hence, stabilizing properties and robustness margins of feedback gains designed from their solutions are 
well known.   

Several conditions are given for state synchronization relying on relations of graph Laplacians’ eigenvalues to 
various regions in the complex plane. Those regions depend on single-agent dynamics and solutions of appropriate 
Riccati equations.  Distributed observation for agents networked on directed graphs is also investigated as a problem 
dual to multi-agent distributed synchronization. Cooperative observer design guaranteeing convergence of estimates 
of all agents to their actual states is proposed. This approach applies similarly to continous- and discrete-time 
systems. It is shown in particular that, in contrast to unbounded continuous-time synchronizing region, the discrete-
time synchronizing region is inherently bounded. Hence conditions for observer convergence and state 
synchronization in discrete-time are stricter than those in continuous-time. In the case of only outputs being 
available for feedback control the distributed static output-feedback (OPFB) control can be used.  The synchronizing 
region of static OPFB control for continuous-time systems is exposed and found to be conical, unbounded but 
generally different in shape from the infinite right-half plane synchronizing region of distributed full state-feedback.  
Furthermore, multi-agent system synchronization under control signal delays is presented. All agents are assumed to 
have the same control delay.  Delay-dependent synchronizing region is defined and methods are given guaranteeing 
its estimates.  In the latter instance one must admit, in the present form, a considerable conservatism, which is a 
general feature inherent to simpler delay-dependent stability conditions. In principle less conservative methods can 
be applied following the same lines of reasoning. However, the presented delay-dependent estimate of a 
synchronizing region reduces naturally to that of delay-free system if the delay is set to zero.   

It is also shown that synchronizing region methods provide assessment of robustness to single-agent disturbances 

and uncertainties. Extension of the synchronizing region to H
∞

 robustness in presence of disturbances is only 

briefly mentioned. As for single-agent uncertainties, being of the type that all agents remain identical, the ammount 
of uncertainty restricts graph topologies that allow for synchronization.   

I. INTRODUCTION 

The last two decades have witnessed an increasing interest in multi-agent networked cooperative systems, inspired 
by natural occurrence of flocking and formation forming.  In nature individual creatures act only according to 
locally available, nearest neighbor information [1], however the group as a whole succeeds in accomplishing global 
goals, e.g. predator evasion in a heard or school, or conserving energy in avian formations.  These concepts and 
decision schemes are applied in engineering for control of spacecraft formations, unmanned aerial vehicles, mobile 
robots, distributed sensor networks etc. [2]. The canonical control problem there is consensus or synchronization of 
all agents’ states.  Early work with networked cooperative systems in continuous and discrete-time is presented in 
[3],[4],[5],[6],[7]. These papers generally refer to consensus without a leader, where the final synchronized state 
depends on precise initial conditions of all agents.  By adding a command generator that pins to a group of other 
agents one can obtain synchronization to a command trajectory for all initial conditions using a virtual leader [5], 
which is also termed pinning control [8],[9].  We name this here the cooperative tracker problem.  Necessary and 
sufficient conditions for synchronization are given by the master stability function and the related concept of the 
synchronizing region in [9],[10],[11].  The synchronizing region method crystalized over time as a versatile and 
robust tool for analysis and design of cooperative control systems.  For continuous-time systems it guarantees 
synchronization [9],[12],[13] using optimal state-feedback derived from the continuous-time Riccati equation.  It is 
shown that Riccati feedback gain at each node yields an unbounded right-half plane synchronizing region in the 
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complex plane. For discrete-time systems the guaranteed synchronizing region is inherently bounded which leads to 
stricter synchronizability conditions. There the discrete-time Riccati equation serves, in some sense, to maximize the 
synchronizing region, [14], [16] . 

In multi-agent setting, the problems of cooperative observer convergence and synchronization are related by a 
duality concept for distributed systems on directed graphs, [15].  It is also shown that cooperative control design and 
cooperative observer design can both be approached by decoupling the effects of graph structure from the feedback 
gain design via Riccati-based procedure.  Sufficient conditions are given guaranteeing observer convergence.  

Lacking the full state-feedback, the static output-feedback (OPFB) cooperative synchronization control design is 
possible under certain stipulations. Usually one treats output-feedback control problems by observers, i.e. dynamic 
OPFB, thus increasing the order of dynamics, but static OPFB, when feasible, offers a simpler solution.  
Synchronizing region estimate for distributed static OPFB control of continuous-time agents is exposed and found to 
be a conical sector in the complex plane. This is to be contrasted with the infinite right-half plane synchronizing 
region of the full state-feedback, [17].   

Considering practical means of distributed control e.g. wireless communication, dedicated busses, networked 
control, delays in information signals from neighboring agents are unavoidable, [4].  In realistic applications one is 
interested in effects these delays have on cooperative stability, i.e. the robustness of cooperative stability to delays. 
Generally well behaved system, robust to disturbances, may be sensitive to feedback delays, which can lead to poor 
performance and even result in loss of stability. Guaranteeing robustness of cooperative stability to delays is 
therefore important for all practical implementations of multi-agent distributed control. Some early papers on 
cooperative consensus, e.g. [4], address the problem of delayed signals from the neighbors. For discrete-time 
synchronization, delays are treated using stochastic matrices [21]. For continuous-time [4],[18],[19] introduce a 
uniform delay in one-dimensional single-integrator agents on undirected graphs. More recent work [18] extends [4] 
to directed graphs, introducing the delay margin and a responsible eigenvalue concept.   

One way to extend both early [4] and more recent results on delays [18] to general continuous-time identical LTI 
agents on directed graphs is offered by the theory of retarded functional differential equations (RFDEs), [19]. 
Essential question is that of single-agent stability.  In a search for simple and flexible stability conditions the delay-
dependent criteria based on Razumikhin theorem, present a good choice.  Here we are concerned with identical LTI 
agents, all having the same (uniform), constant control delay. The simplifying assumption of uniform delays is 
standard in the literature [4],[18],[19].  A static cooperative synchronization control design is presented based on the 
estimated delay-dependent synchronizing region.  Stricter conditions for the stronger property of exponential 
cooperative stability with a prescribed convergence rate are also given.  These results extend delay-free conditions 
for convergence in [13] to agents with a uniform control delay.   

The synchronizing region concept, robust by merits of its definition, also offers means to guarantee robustness of 
multi-agent system cooperative stability to external disturbances and uncertainties in single-agent systems. For 

external disturbances one applies the H
∞

 approach [20], leading to an 2L  bound of the synchronization errors with 

respect to acting disturbances. For single-agent uncertainties one assumes that agents remain identical. Non-
identical, i.e. heterogeneous agents, require methods other than those offered by the synchronizing region, which are 
not considered here. Considering the single-agent uncertainties closely it is found that those produce different effects 
depending on which part of the single-agent system they occur in. The combined effect is found to be qualitatively 
similar to that occurring with static OPFB. Greater magnitudes of uncertainties in single-agent systems ostensibly 
lead to stricter conditions on graph Laplacian matrix eigenvalues.  

The outline of this survey is as follows; Section II brings graph theory preliminaries and notational conventions.  
Section III introduces the considered systems’ dynamics, defines the control goals and specifies the forms of 
cooperative signals used.  Section IV forms the main part of the survey.  First it defines synchronizing regions 
bringing necessary and sufficient conditions for cooperative stability.  Then it provides Lyapunov estimates of those 
synchronizing regions yielding sufficient conditions for cooperative stability and motivating the pertaining design 
schemes.  Section V briefly addresses robustness of multi-agent systems to external disturbances and single-agent 
uncertainties by synchronizing region methodology, and Section VI brings the conclusions. 

II. GRAPH PROPERTIES AND NOTATION 

Consider a graph ( , )=G V E  with a nonempty finite set of N nodes 
1

{ , , }
N

v v= LV  and a set of edges ⊆ ×E V V .  It is 

assumed that the graph is simple, i.e. there are no repeated edges or self-loops.  Directed graphs are considered, and 
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information propagates through the graph along the edges.  Two nodes ,
j k

v v  connected by an edge ( , )
j k

v v ∈ E  are 

termed parent node 
k

v  and child node 
j

v , i.e. the edge leaves the parent node and connects into the child node.  

Denote the adjacency matrix as [ ]
ij

E e=  with 0
ij

e >  if ( , )
i j

v v ∈E  and 0
ij

e =  otherwise.  Note that diagonal 

elements satisfy 0
ii

e = .  The set of neighbors of node vi is { : ( , ) }
i j i j

v v v= ∈N E , i.e. set of nodes with edges 

connecting into vi.  Define the in-degree matrix as a diagonal matrix, 
1( )

N
D diag d d= K , with 

i ijj
d e= ∑ , the 

(weighted) in-degree of node i . Define the graph Laplacian matrix as L D E= − , which has all row sums equal to 0. 

A directed path is a sequence of edges joining two nodes.  A graph is said to be strongly connected if any two 
nodes can be joined by a directed path.  Node is termed isolated if it has no incoming edges.  Hence in strongly 
connected graphs there are no isolated nodes.  A directed tree is a subgraph containing a single node v0, isolated in 
that subgraph, such that all other nodes in the subgraph except v0 have only one parent and are joined to v0 by a 
directed path.  Node v0 is called a root node. A graph is said to contain a directed spanning tree if there exists a 
directed tree containing every node in V .  The Laplacian matrix L has a simple zero eigenvalue if and only if its 
directed graph contains a spanning tree.   

For a matrix 0T
Q Q= ≥  a square root, 1/ 2

Q , is a matrix satisfying 1/ 2 1/ 2( )T
Q Q Q= . We denote its matrix 

transpose as 
/ 2T

Q .  Complex conjugation of a scalar σ ∈C  is denoted by an over bar σ ∈ C .  The abbreviations a.s. 

and e.s. stand for asymptotic and exponential stability respectively.   

III. SYSTEM DYNAMICS AND CONTROL GOAL 

This section introduces single-agent dynamics considered in this survey.  Control goals are defined and the used 

cooperative signals are specified.  Given a graph ,G V E( ) , endow each of its N nodes with a state vector n

i
x ∈ R  

and a control input m

i
u ∈ R . Consider at each node the dynamics, i.e. state evolution, given by a continuous-time 

differential equation,   

 ( ) ( ) ( )
i i i

x t Ax t Bu t= +& , (1) 

or by a discrete-time difference equation,  

 

( 1) ( ) ( )
i i i

x k Ax k Bu k+ = + . (2) 

With control signal delays the single-agent dynamics in continuous-time is instead of (1) described by a single-
delay retarded functional differential equation 

 ( ) ( ) ( )
i i i

x t Ax t Bu t τ= + −& . (3) 

The treatment of control delays in discrete-time is considerably simpler, with dynamics described by a variant of 
difference equation (2) where ( )u k  is replaced by ( ),u k l−  0l > , [21].   

Let the output relations with p

i
y ∈ R  be given as 

 ( ) ( ), ( ) ( ).
i i i i

y t Cx t y k Cx k= =   (4) 

Assume that ( , )A B  is stabilizable, ( , )A C detectable, B  has full column rank m , C  has full row rank, p ; hence 

there are no redundant control inputs nor redundant measurement outputs.  Consider also a leader node, control 
node, or command generator, following the autonomous dynamics in continuous-time 

 0 0( ) ( )x t Ax t=& , (5) 

or in discrete-time 

 0 0( 1) ( )x k Ax k+ = , (6) 
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with 0

n
x ∈ R .  For instance, if  2n =  and matrix A  has pure imaginary eigenvalues then the reference trajectory is 

harmonically oscillating.  Let the leader have the same output relation as (4), 
0 0

p
y Cx= ∈ R .   

Then for the above one has the following, 

Control goal: The cooperative tracker or synchronization problem is to select the control signals 
i

u  for agent i, 

such that the states at all nodes asymptotically synchronize to the state of the control node, that is, 

0
lim ( ) ( ) 0,

i
t

x t x t i
→∞

− = ∀ , in continuous-time or 
0

lim ( ) ( ) 0,
i

k

x k x k i
→∞

− = ∀  in discrete-time.  These requirements 

must be fulfilled for all initial conditions (0)
i

x .   

3.1. Continuous and Discrete-time Cooperative Tracker 

Considering the continuous-time multi-agent systems (1) and (5), define the local neighborhood tracking errors  

 
0( ) ( )

i

i ij j i i i

j N

e e x x g x x
∈

= − + −∑  (7) 

where pinning gain 0
i

g ≥  is nonzero if node 
i

v  can sense the state of the control node (5).  The intent is that only a 

small percentage of nodes have 0
i

g > , yet all nodes should synchronize through distributed communication to the 

trajectory of the control node using local neighbor control protocols, [8].  It is assumed that at least one pinning gain 
is nonzero.  Note that the local neighborhood tracking error represents the information available to agent i for 
control purposes.  Choose the input of agent i  as the weighted local control protocol 

 
i iu cKe= , (8) 

where c
+

∈ R  is a coupling gain to be detailed later.  Then, the closed-loop dynamics of individual agents (1) are  

 ( ) ( ) ( )
i i i

x t Ax t cBKe t= +& . (9) 

Considering the discrete-time multi-agent systems (2) and (6), the same local neighborhood tracking errors (7) 
are used for synchronization control, however they are weighted differently, [16].  Choose the input of agent i  as 
the weighted local control protocol   

 1(1 )i i i iu c d g Ke−= + + , (10) 

where c
+

∈ R  is a coupling gain to be detailed later.  Then, the closed-loop dynamics of individual agents (2) are  

 1( 1) ( ) (1 ) ( )i i i i ix k Ax k c d g BKe k
−+ = + + + . (11) 

The multi-agent systems (9) and (11) in total state-space form read 

 
0

( ) ( ( ) )( ( ) ( ))
N

x t I A c L G BK x t x t= ⊗ − + ⊗ −& , (12) 

 
0

1( 1) ( ( ) ( ) )( ( ) ( ))
N

x k I A c I D G L G BK x k x k
−

+ = ⊗ − + + + ⊗ − ,  (13) 

where [ ]1

T
T T

N

Nn
x x x= ∈L R , [ ]0 0 0

T
T T Nn

x x x= ∈L R  and ( )
1
, ,

N
G diag g g= K  is the diagonal matrix of 

pinning gains.  Introducing the synchronization error,  

 0i i
x xδ = − ,  (14) 

one obtains the closed-loop dynamics in total state-space form as 

 ( ) ( ( ) ) ( )
N

t I A c L G BK tδ δ= ⊗ − + ⊗& ,  (15) 

in continuous-time and 

 1( 1) ( ( ) ( ) ) ( )
N

k I A c I D G L G BK kδ δ
−

+ = ⊗ − + + + ⊗ ,  (16) 
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in discrete-time. Asymptotic stability of closed-loop synchronization error systems (15) and (16) guarantees 
cooperative synchronization.  Hence the continuous and discrete-time stability of system matrices   

 ( )
N

I A c L G BK⊗ − + ⊗ ,  (17) 

 1( ) ( )
N

I A c I D G L G BK
−

⊗ − + + + ⊗ ,  (18) 

determine the synchronization of multi-agent systems (9) and (11). 

3.2. Discrete-time Cooperative Observer 

With the availability of only outputs for feedback control one can proceed with the design of output dynamic 

controllers.  The first step in that direction is to design cooperative observers with ˆ ( )
i

x k  estimating states of agents 

( )
i

x k  given measurements of their outputs ( )
j

y k .  Only the discrete-time systems are presented here, but the same 

considerations and design methods are applicable mutatis mutandis to continuous-time case, [13].  

Given an estimated output ˆ ˆ
i i

y Cx=  at node i, define the local output error  

 ˆ
i i i

y y y= −% .  (19) 

To construct an observer that takes into account information from the neighbors of node i, define the local 

neighborhood output disagreement 

 )~~()~~( 0 ii

j

ijiji yygyye −+−=∑ε , (20) 

where the observer pinning gains are 0
i

g ≥ , with 0
i

g >  only for a small percentage of nodes that have direct 

measurements of the output error 
0y%  of the control node.  With the total output 

1

T
T T

N

pN
y y y= ∈  K R , the total 

output disagreement error ( ) pN
kε ∈ R  is  

 0( ) ( ) ( ) ( ) 1 ( )
m m

k L G I y k L G I y kε = − + ⊗ + + ⊗% % .  (21) 

Throughout this subsection it is assumed that 
0 0 0

ˆ 0x x y= ⇒ ≡% , i.e. the control node’s state is accurately known. 

Exemption from that assumption would require a separate observer for the leader’s states that fulfills the above 
assumption asymptotically.  Define the distributed observer dynamics 

 1ˆ ˆ( 1) ( ) ( ) (1 ) ( )
i i i i i i

x k Ax k Bu k c d g F kε
−

+ = + − + + . (22) 

where F is an observer gain matrix and c  a coupling gain, to be detailed later.  The total distributed observer 
dynamics then takes the form 

1ˆ ˆ( 1) ( ) ( ) ( ) ( ) ( )
N N

x k I Ax k I Bu k c I D G L G Fy k
−

+ = ⊗ + ⊗ + + + + ⊗ %  

( ) ( ) ( ) ( )
1 1

ˆ ˆ( 1) ( ) ( ) ( )
N N

x k I A c I D G L G FC x k I Bu k c I D G L G Fy k
− −

+ = ⊗ − + + + ⊗ + ⊗ + + + + ⊗    

Define the i-th state observer error 

ˆ( ) ( ) ( )
i i i

k x k x kη = − , 

where ( )
i

x k  follows dynamics (2).  The total state-space observer error 1

TT T nN

N
η η η= ∈  K R  follows the 

discrete-time dynamics  

 1( 1) ) ) ( )( (
N

k I A c I D G L G FC kη η
−

+ = ⊗ − + + + ⊗   . (23) 

The total observer system matrix  
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 1( ) ( )
N

I A c I D G L G FC
−

⊗ − + + + ⊗  (24) 

determines the observer estimate ˆ
i

x  dynamics with respect to the true state 
i

x . The goal is asymptotic observer 

convergence for all distributed observers, i.e. 0η → . It should be noted that the pinning terms in the local 

neighborhood output disagreement mean pinning with zero. Comparing this with the cooperative tracker setup a 
brief explanation is required. Pinning with zero here serves the purpose of making a fixed zero reference, which is 
needed for convergence of all observers’ estimates, directly available to some particular observers. The remaining 
observers rely on relative measurements only, thus receiving information on the fixed zero reference in a distributed 
way.   

3.3. Static Distributed Output-feedback Cooperative Tracker 

Let the multi-agent systems be given as (1),(4) and (5).  Define the local neighborhood output error 

 
0

( ) ( )
ij j i i ijyi

e e y y g y y= − + −∑ , (25) 

where 0
i

g >  only for a few nodes having direct measurements of the leader's output 0( )y t . The feedback control 

signal for agent i is chosen as a linear distributed static OPFB 

 
i iy

u cKe= , (26) 

where 0c >  is the coupling gain and K  is the local OPFB gain matrix. Standard cooperative control approaches 
assume distributed control in terms of state neighborhood error (7), or construct dynamic controllers in terms of 
output disagreement (20). By contrast this subsection studies distributed static OPFB of the form (26). In total state-
space form, the local neighborhood output error (25) reads 

 ( )
y

e L G Cδ= − + ⊗ , (27) 

where 
1

T
T T

y yN

Np

y
e e e= ∈  L R . Define as before, i.e. by stacking single-agent vectors, all other total 

quantities.  The total state-space form of the distributed OPFB (26) is then 

 ( )u c L G KCδ= − + ⊗ . (28) 

Note that expression (27) reflects the restrictions on the information available for distributed static OPFB 
control.  Matrix C  specifies the local single-agent restrictions due to OPFB, while L G+  specifies the information 
restrictions on a coarser scale due to limited communication.  Both local and global restrictions appear in the 
kronecker product (27) in a symmetric manner. 

Feedback (26) gives closed-loop single-agent systems (1) as 

 
i i i

x Ax cBKCe= +& , (29) 

which yields the multi-agent system dynamics in total state-space form 

 ( ) ( )
N

x I A x c L G BKCδ= ⊗ − + ⊗& . (30) 

The total dynamics of synchronization errors follows readily as 

 ( ( ) )
N

I A c L G BKCδ δ= ⊗ − + ⊗& . (31) 

Hence cooperative stability under distributed OPFB is determined by asymptotic stability of the system matrix in 
(31),  

 ( )
N

I A c L G BKC⊗ − + ⊗ . (32) 
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3.4. Multi-agent Systems with Uniform Control Delays 

This subsection describes the single-agents and the total multi-agent system dynamics under uniform time-delays in 
control signal, [19].  Let the single-agent dynamics be given as a continuous-time LTI system with a fixed control 
signal delay 0τ ≥ , 

 ( ) ( ) ( )
i i i

x t Ax t Bu t τ= + −& , (33) 

where ,n m

i i
x u i∈ ∈ ∀R R   are the states and inputs.  Let there be an autonomous leader given by (5).  The delay 

0τ ≥  is taken to be constant and same for all agents, i.e. uniform.  Though this need not be true in more realistic 
models, having different delays for different agents makes them, strictly speaking, not identical as dynamical 
systems. The assumption on uniform delays is a standard simplifying assumption [4],[19], and it is crucial for the 
following development.   

With the local neighborhood error (7) let the control signal for agent i be calculated as a linear feedback of the 
local neighborhood error (8), where K  is the local linear feedback gain matrix, and 0c >  is the coupling gain, to be 
detailed later.  This gives the closed-loop single-agent dynamics 

 ( ) ( ) ( )
i i i

x t Ax t cBKe t τ= + −& .  (34) 

Introducing the synchronization error (14) one has in total state-space form   

 ( ) ( ) ( ) ( ) ( )
N

x t I A x t c L G BK tδ τ= ⊗ − + ⊗ −& , (35) 

where 
1

T
T T Nn

N
x x x= ∈  L R , 

1

T
T T Nn

N
δ δ δ= ∈  L R .  The total synchronization error system is then given as 

 ( ) ( ) ( ) ( ) ( )
N

t I A t c L G BK tδ δ δ τ= ⊗ − + ⊗ −& . (36) 

Equation (36) is a linear retarded functional differential equation (RFDE), of the form 

 ( ) ( ) ( )
d

t A t A tδ δ δ τ= + −& ,  (37) 

whose asymptotic stability guarantees synchronization.   

IV. SUFFICIENT CONDITIONS FOR SYNCHRONIZATION 

This section first brings definitions of synchronizing regions for systems presented in Section III, and the pertaining 
necessary and sufficient conditions for cooperative synchronization, [10],[13],[15],[16]. Then it provides Lyapunov 
estimates of these synchronizing regions yielding sufficient conditions for cooperative stability. Those sufficient 
conditions in turn lead to design procedures.   

4.1. Synchronizing Regions and Cooperative Stability Conditions 

Two lemmas are given below providing a simplification crucial in designing local feedback gains K  and 
motivating definitions of synchronizing regions. Lemma 1 is presented without a proof, as proofs of its parts are 
readily found in the literature. The proof is however provided for Lemma 2 as it is not as straightforward as that of 
Lemma 1 and not as readily available.   

Lemma 1. [9],[13],[15],[16]. The structured matrix 
N

I A c B⊗ − Γ ⊗  is Hurwitz if and only if all the matrices 

j
A c Bλ−  are Hurwitz, where 

j
λ  are the eigenvalues of Γ . 

Hence the relevant matrices in (17),(18),(24) and (32) are Hurwitz if and only if  

1. 
j

A c BKλ−  

is continuous-time asymptotically stable for all 
j

λ  eigenvalues of L G+  

2. 
j

A c BKλ−  
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is discrete-time asymptotically stable for all 
j

λ  eigenvalues of 1( ) ( )I D G L G
−

+ + + , 

3. 
j

A c FCλ−  

is discrete-time asymptotically stable for all 
j

λ  eigenvalues of 1( ) ( )I D G L G
−

+ + + , 

4. 
j

A c BKCλ−  

is continuous-time asymptotically stable for all 
j

λ  eigenvalues of L G+ . ▄ 

Lemma 1 applies to continuous-time and discrete-time cooperative state-feedback control (1,2.), discrete-time 
cooperative observer design (3.) and continuous-time static OPFB control design (4.). Lemma 2 brings an analogous 
result for distributed state-feedback in case of uniform control delays.   

Lemma 2. [19]. The trivial solution of system (36), ( ) 0tδ ≡ , is asymptotically stable if and only if the trivial 

solutions of systems  

 ( ) ( ) ( )
j

y t Ay t c BKy tλ τ= − −& , (38) 

each having an order of a single-agent system, where 
j

λ  are the eigenvalues of the graph matrix ( )L G+ , are 

asymptotically stable j∀ .   

Proof:  The stability of (38) is determined by the transcendental transfer function matrix, 

 
1

( ) ( ) s

Nn N
sI I A c L G BKe

τ −−
− ⊗ + + ⊗   . (39) 

The frequency domain expression (39) needs to be asymptotically stable; a property depending on the roots of the 
pertaining characteristic quasipolynomial, 

 ( ) det ( ) ( ) s

Nn N
s sI I A c L G BKe

τ−
∆ = − ⊗ + + ⊗   .  (40) 

Knowing that linear transformations do not change the determinant of a matrix one can use a coordinate 

transformation 
n

T I⊗  in (40), where 
1 ( )T L G T

−
+ = Λ  is an upper triangular matrix, thereby simplifying the 

problem considerably.  Whence one obtains 

 

1

det ( ) ( )

det ( ) ( ( ) ( ) )( )

det

det ,

s

Nn N

s

n Nn N n

s

Nn N

s

n j

j

sI I A c L G BKe

T I sI I A c L G BKe T I

sI I A c BKe

sI A c BKe

τ

τ

τ

τ
λ

−

− −

−

−

− ⊗ + + ⊗

= ⊗ − ⊗ + + ⊗ ⊗

= − ⊗ + Λ ⊗

= − +

  

  

  

  ∏

 (41) 

where 
j

λ  are the eigenvalues of Λ , equaling the eigenvalues of the graph matrix ( )L G+ . Therefore, each factor in 

the product (41), det( )
j

s

n
sI A c BKe

τ
λ

−
− + , must be asymptotically stable.  This requirement is equivalent to the 

asymptotic stability of the trivial solution for a set of linear RFDEs 

 ( ) ( ) ( )
j

y t Ay t c BKy tλ τ= − −& . (42) 

Systems (42) are in the form of (37) but have the order of a single-agent dynamics, i.e. n.  ■ 

The proof of Lemma 2 uses a detour in the frequency domain but the result pertains to time domain, and as such 
it shall be used.  This is in contrast with many treatments of delays in the literature using frequency domain stability 
criteria, e.g. the Nyquist criterion, but more along the lines of methods guaranteeing a synchronizing region.  In fact, 
conclusions of Lemma 1 for continuous-time cases can be considered as special cases of Lemma 2 with zero delay.  
Note that Lemma 1 and 2 provide necessary and sufficient conditions for cooperative stability.  Both Lemma 1 and 2 
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rely on appropriate state transformations reducing the cooperative stability of high-order total dynamics to 
asymptotic stability of a set of lower-order systems.  This reduced problem is then addressed by the synchronizing 
region approach.   

The following definitions, motivated by Lemma 1 and 2, are required for subsequent development.   

Definition 1.  Given matrices ( , )A B , the synchronizing region for a matrix pencil 

 A Bσ−  (43) 

is a set given by { }: is . .
c

S A B a sσ σ= ∈ −C  . ■ 

Definition 2.  Given a complex retarded functional differential equation (38) the delay-dependent synchronizing 
region is a subset of the complex plane C  depending on the delay τ ,  

 { }( ) : ( ) ( ) . .
c d

S Ay t A y t a sτ σ σ τ= ∈ + −C  . ■ 

Remark 1. The appropriate notions of stability used in Definition 1 and 2 depend on the particular system 
considered. Definitions for continuous and discrete-time synchronizing regions applicable here are given in 
[13],[15],[16],[17]. Furthermore, the actual matrix B  in matrix pencil (43) one has the control over depends on 
whether one has full-state or only output-feedback and is different in controller and observer designs. Hence 
according to Lemma 1 and 2, conditions for cooperative stability in each case reduce to having all the relevant graph 
matrix eigenvalues scaled by an appropriate value of the coupling gain 0c >  into the pertaining synchronizing 
region. The goal is then to design the local feedback gain matrices ,K F  that in some way maximize the 
synchronizing region, thus facilitating cooperative stabilization.   

In order to assess a synchronizing region one resorts to its guaranteed estimates. Sufficient conditions 
guaranteeing synchronizing region estimates for matrix pencils (43) are based on Lyapunov methods and evaluation 
of the following single-agent Lyapunov quadratic forms, 

 †( ) ( )A B P P A Bσ σ− + − , (44) 

in continuous-time [12],[13],[17], and  

 †( ) ( )A B P A B Pσ σ− − − ,  (45) 

in the discrete-time [16]. The presence of time-delays requires similar albeit more involved approach using 
Lyapunov-Razumikhin functions instead of Lyapunov functions. The following theorems bring sufficient conditions 
and design schemes guaranteeing synchronization for a wide class of communication graphs.  Some details of the 
Lyapunov-Razumikhin approach are only briefly sketched, the interested reader being referred to [19] for a more 
detailed exposition.   

4.2. Discrete-time Cooperative Tracker Distributed Control Design 

The following two Theorems bring design methods for distributed control gains K  that guarantee discrete-time 
multi-agent system synchronization.   

Theorem 1. [16]. H
∞

-Riccati Inequality Design for Synchronization.  Given systems (2) and (6), with protocol 

(10), assume that the interaction graph contains a spanning tree with at least one pinning gain that connects into a 

root node.  Then the eigenvalues of the graph matrix 1( ) ( )I D G L G
−

+ + + , 0,
i

iΛ > ∀ . If there exists an ω ∈R  

such that 

 {1, , }( ) : max | 1 | ,
j N j c

δ ω ω δ
∈ …

= − Λ <  (46) 

where 
c

δ  is obtained by  

 { }2 1

0sup | ( 0 s.t. 1 ) ( )T T T T

c
P A PA A PB B P B AP B Pδ δδ δ

−

>
= ∃ > > − −  (47) 

then there exists a 0P >  solving 
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 2 1(1 ) ( ) .T T T T
P A PA A PB B PB B PAδ −> − −  (48) 

with ( )δ δ ω= . Moreover, the control gain 1( )T T
K B PB B PA

−= , and coupling gain c ω=  guarantee synchronization.  

Proof:  Denote 1
j j

δ ω= − Λ . It is found that  

2 1 2 1†( ) ( ) (1 | | ) ( ) (1 ) ( ) 0.T T T T T T T T

j j j
P A BK P A BK P A PA A PB B PB B PA P A PA A PB B PB B PAω ω δ δ

− −
− − Λ − Λ = − + − ≥ − + − >  

where †  denotes complex conjugate transpose. Thus, it follows from the single-agent discrete-time Lyapunov 

inequality that ( ) 1
j

A BKρ ω− Λ < , hence is discrete-time stable. The rest of the proof follows from Lemma 1, [16]

 ▄ 

Remark 2. For the single-input case, i.e., rank( )=1,B the sufficient condition given in Theorem 1 is also 

necessary, [16]. The importance of Theorem 1 is in showing that cooperative feedback design based on the Riccati 
inequality allows for separation of the single-agent feedback gain design from the detailed properties of the 
communication graph topology, as long as the graph contains a spanning tree with a nonzero pinning gain into a root 
node. Specifically, it reveals that if Riccati-based design is used for the feedback K  at each node, then 
synchronization is guaranteed for a class of communication graphs whose graph matrix eigenvalues satisfy condition 
(46). This condition is appealing because it allows for a disentanglement of the properties of individual agents’ 

feedback gains, as reflected by 
c

δ , and the graph topology, described by 
k

Λ , relating these through an inequality.   

Theorem 2. [16] 
2

H -Riccati Design for Synchronization.  Given systems (2),(6), with protocol (10), assume that 

the interaction graph contains a spanning tree with at least one pinning gain nonzero that connects into the root node. 

Then the eigenvalues of the graph matrix 1( ) ( )I D G L G
−

+ + + , 
i

Λ , satisfy 0,
i

iΛ > ∀ .  Let 0P >  be a solution of 

the single-agent discrete-time Riccati-like equation 

 
1( ) 0T T T TA PA P Q A PB B PB B PA−− + − =  (49) 

for some prescribed 0T
Q Q= > .  Define  

 
1/ 2/ 2 1 1/ 2

max
: ( ( ) )T T T T

r Q A PB B PB B PAQσ
−− − −

=    . (50) 

Then protocol (10) guarantees synchronization of multi-agent systems (11) for some K  if there exists a covering 

circle 0 0( , )C c r  of the graph matrix eigenvalues 
k

Λ , 1k N= K  such that 

 0

0

r
r

c
< . (51) 

Moreover, if condition (51) holds then the feedback gain matrix  

 PABPBBK TT 1)( −=  (52) 

and the coupling gain 

 
0

1
c

c
=  (53) 

guarantee state synchronization.  

Proof:  The synchronizing region for the choice of K  given in Theorem 2, (52) contains the open circle (1, )C r . 

This is seen by choosing the state-feedback gain matrix as (52), with 0>P  solving equation (49); one has 

( ) 0T T TA PA P Q K B PB K− + − = . 

From this equation one obtains by completing the square 
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( ) ( ) 0T T T T
A PA P Q K B PBK A BK P A BK P Q− + − = − − − + = . 

Therefore, given the single-agent quadratic Lyapunov function ( ) T
V y y Py= , n

y ∈ R , the choice of feedback gain 

stabilizes the system ),( BA .  A synchronizing region estimate can be found from the condition 
† 2( ) ( ) ( Re ) ( Re ) Im ( )T T

A BK P A BK A BK P A BK BK PBK Pσ σ σ σ σ− − = − − + < , 

where †  denotes complex conjugate transpose (Hermitian adjoint), σ ∈ C . Therefore from the above one has 

†

2 2

2 2

2

( ) ( )

2 Re ( ) Re ( ) Im ( )

(1 1 )( ) ( ) (1 1 )( )

1

T

T T T T T

T T T T

T T

A BK P A BK P

A PA P K B PB K BK PBK BK PBK

A PA P BK PBK Q K B PB K BK PBK

Q K B PBK

σ σ

σ

σ σ

σ

σ σ

− − −

= − − + +

= − − − − = − + − − −

= − + −

. 

This implies stability if 

01
2

>−− PBKBKQ
TTσ , 

which gives a simple bounded complex region, more precisely a part of the complex gain margin region  

2 2 /2 1/2

max1 1 1 ( ( ) ( ) )T T T T
Q K B PBK Q BK P BK Qσ σ σ

− −
> − ⇒ > − . 

This is an open circle (1, )C r  specified by 

)(

1
1

2/12/
max

2

−−
<−

PBKQBKQ TTTσ
σ . 

Furthermore, expressing K  as the 2H  Riccati equation state-feedback completes this part of the proof.  Now, given 

a circle (1, )C r , centered at 1 of radius r, contained in the synchronizing region S  of matrix pencil A BKσ− , and 

the properties of dilation (homothety), assuming there exists a directed spanning tree in the graph with a nonzero 

pinning gain into a root node, it follows that synchronization is guaranteed if all eigenvalues 
k

Λ  are contained in a 

circle 
0 0

( , )C c r  similar with respect to homothety to a circle concentric with and contained within (1, )C r .   

The center of the covering circle 
0

c  can be taken on the real axis due to symmetry and the radius equals 

00 max cr k
k

−Λ= .  Taking these as given, one should have 

 0

0 1

r r

c
< . (54) 

If this equation is satisfied then choosing 01 /c c=  maps with homothety the covering circle of all eigenvalues 

0 0( , )C c r  into a circle 0 0(1, )C r c  concentric with and, for 
0 0/r r c> , contained in the interior of the circle (1, )C r .

 ▄ 

If there exists a solution 0P >  to Riccati equation (49), B  must have full column rank.  Assuming B  has full 
column rank, there exists a positive definite solution P  to (49) only if ( , )A B  is stabilizable. 

Remark 3. (Comparison of H
∞

- and 2H -Riccati designs for synchronization) By comparing (50) to (46) it is seen 

that a similar role is played by 
c

δ  in Theorem 1 and r  in Theorem 2.  The latter can be explicitly computed using 

(50), but it depends on the selected Q.  On the other hand, 
c

δ  is found by numerical LMI techniques, [16].  Further, 

in Theorem 1, ω ∈ R  plays a role analogous to 0/1 c  in Theorem 2.  Theorem 1 relies on analysis based on the 
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circle (1, )
c

C δ , whereas Theorem 2 uses (1, )C r . Both circles are contained in the synchronizing region of the 

respective designed feedbacks.  

More importantly, Theorem 2 gives synchronization conditions in terms of the radius r easily computed as (50) 

in terms of an 2H  Riccati equation solution.  Computing the radius 
c

δ  used in Theorem 1 must be generally done 

via an LMI.  However, the condition in Theorem 1 is milder than that in Theorem 2.  That is, (1, )C r  is generally 

contained in (1, )
c

C δ , so that systems that fail to meet the condition of Theorem 2 may yet be found synchronizable 

when tested according to the condition in Theorem 1.   

4.3. Discrete-time Cooperative Observer Design 

Having addressed the problem of cooperative stabilization in Subsection 4.2, we now consider the dual problem of 
cooperative estimation. Cooperative estimators and observers find their use, among other applications, in dynamic 
cooperative controllers designed to guarantee state synchronization, [15]. The following theorem is based on 
observer Riccati equation and brings a result dual to that of Theorem 2.   

Theorem 3. [15]. Riccati Design of Distributed Observer Gains. Given systems (22) assume the interaction graph 
contains a spanning tree with at least one pinning gain that connects into the root node. Let 0>P  be a solution of 
the single-agent discrete-time observer Riccati equation 

 1 0( )TT T T
APA P Q APC CPC CPA

−
− + − = , (55) 

where 0T
Q Q= > . Choose the observer gain matrix as 

 1( )T T
F APC CPC

−
= . (56) 

Define  

 
1/2/2 1 1/2

max: ( ( ) )T T T T

obs
r Q APC CPC CPA Qσ

−− − −
=    . (57) 

Then the observer errors (23) are asymptotically stable if there exists a covering circle 
0 0

( , )C c r  of the graph matrix 
1( ) ( )I D G L G

−
+ + +  eigenvalues 

kΛ , 1...k N=  such that 

 
obsr

c

r
<

0

0 . (58) 

If (58) holds then the coupling gain 

 
0

1
c

c
=  (59) 

makes the observer error dynamics (23) stable.  ■ 

The proof follows similarly as that of Theorem 2, [15]. 

4.4. Continuous-time Cooperative Tracker Distributed Static OPFB Design 

Under special conditions on single-agent systems it is possible to achieve cooperative stabilization by static 
distributed OPFB. Considerations lead to distributed design of static output-feedbacks, thereby avoiding the need for 
dynamic cooperative controllers.   

Definition 3. Given matrices ( , , )A B C , and the static OPFB gain K , the synchronizing region for static OPFB is a 

set given by { }: is . .
y

S A BKC a sσ σ= ∈ −C  . ■ 
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Theorem 4. [17].  Let the multi-agent system be given by (1), (4) and (5).  Let the graph have a spanning tree with 
at least one pinning gain connecting to a root node. Choose the distributed static OPFB control (26), where the 
OPFB gain K  satisfies the single-agent output Riccati-type equation 

 
1 1 0T T T

A P PA Q PBR B P M R M
− −

+ + − + =  (60) 

for some 0, 0, 0T T T
Q Q R R R R= > = > = >  , together with 

 1 ( )T
KC R B P M

−
= + . (61) 

In addition let the inequality  

 0T T T T T
C K RKC C K M M KC− − ≥  (62) 

be satisfied.  Then the guaranteed synchronizing region for static OPFB is a conical sector in the complex plane.  

Proof:  Let the following abbreviations be introduced 

 / 2 1/ 2

min 0
: ( )T T T

a Q C K RKCQλ
− −

>
= , (63) 

 / 2 1/ 2

min 0
: ( ( ) )T T T T T T

b Q C K RKC C K M M KC Qλ
− −

>
= − −  (64) 

 / 2 1/ 2

max: ( ) )( T T T T
f jQ M KC C K M Qλ

− −
= −  (65) 

where min 0λ
>

 denotes the smallest eigenvalue on the complement of the kernel.  

Take the single-agent quadratic Lyapunov function †( )V x x Px= , n
x ∈ C , for the complex matrix pencil 

A BKCσ− . The dagger † denotes the Hermitian adjoint. The positive definite real matrix, T
P P= , is chosen as a 

solution of the output Riccati-type equation (60). The time-derivative of this Lyapunov function is determined by 
the quadratic form of a Hermitean matrix 

†( ) ( ) ,T T T T
A BKC P P A BKC A P PA C K B P PBKCσ σ σ σ− + − = + − −  

which, by completing the squares, reads 

21 † 1( ( )) ( ( )) .T T T T T T T T T T
A P PA KC R B P M R KC R B P M C K RKC C K M M KC C K RKCσ σ σ σ σ

− −
+ + − + − + − + + −  

The choice of the OPFB satisfying (61) makes this expression equal to 

2 2
1 .T T T T T T T T T T

A P PA C K RKC C K RKC C K M M KC C K RKCσ σ σ σ+ + − − + + −  

Using the single-agent output Riccati-type equation (60) gives 

1 1 1( ) ( ) (1 2Re ) .T T T T T T T T T T
Q B P M R B P M M R M PBR B P C K RKC C K M M KCσ σ σ

− − −
= − − + + − + + − + +  

The sufficient condition guaranteeing asymptotic stability is then   

1 1 1( ) ( ) (1 2 Re ) 0,T T T T T T T T T T
Q B P M R B P M M R M PBR B P C K RKC C K M M KCσ σ σ

− − −
− − + + − + + − + + <  

allowing assessment of the synchronizing region for static OPFB in C .  This expression is equivalent to 

 
2 2

1 ( 1) ( 1) 0.T T T T T T T
Q C K RKC C K RKC C K M M KCσ σ σ σ− − + − + − + − <  (66) 

With 
2 2

1 (1 2 Re )σ σ σ− − = −  (66) becomes 

(2 Re 1) (Re 1)( ) Im ( ) 0.T T T T T T T T
Q C K RKC C K M M KC j M KC C K Mσ σ σ− − − + − + + − <  

After straightforward manipulations condition (66) reads 
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/2 1/2

/2 1/2 /2 1/2

Re ( )

(Re 1) ( ) Im ( ( ) ) 0

T T T

T T T T T T T T T T

I Q C K RKCQ

Q C K RKC C K M M KC Q jQ M KC C K M Q

σ

σ σ

− −

− − − −

− −

− − − − + − <
 (67) 

Inequality (67) is certainly satisfied for Re 1σ ≥  if 

 
/2 1/2

/2 1/2 /2

min 0
/2

min 0 max

1 Re ( )

(Re 1) ( ) ) Im ( ( ) ) 0(

T T T

T T T T T T T T T TT

Q C K RKCQ

Q C K RKC C K M M KC Q jQ M KC C K M Q

σλ

σ λ σ λ

− −

− − −

>

−

>

− −

− − − − + − <
 (68) 

Note here that even though the last matrix term in (67) is antisymmetric it cannot be disregarded for the evaluation 
of the quadratic form. This is so because j multiplying it makes it Hermitian, and one has complex vector spaces 
here. Namely, the proof of Lemma 1 uses a coordinate transformation that is generally complex. This matrix has a 
special property that its eigenvalues appear as λ± ∈ R , which is seen by complex conjugating the eigenvalue-
eigenvector relation. Hence the absolute value of Imσ  is needed in (68) compared to (67). 

With the introduced abbreviations and shorthand notation, : Re , : Imv wσ σ= = , a guaranteed synchronizing 
region for OPFB is described as 1v ≥  and 

 [ ]1 ( )w b a b v f< − + + , (69) 

which describes a conical sector in the complex plane.  This completes the proof. ■ 

Corollary 1.  If 0M =  one recovers the synchronizing region characteristic of the full state-feedback [12],[13], 
described by the matrix inequality 

(1 2 Re ) 0T T
Q C K RKCσ− + − < . 

However, given the prescribed output measurement matrix C  in (27), the choice 0M =  generally cannot be made, 

[17]. That is, there may exist 0M ≠  such that (61) holds, i.e. * 1( )T
K C R B P M

−
= + , yet * 1 T

K C R B P
−

=  fails to hold.

 ■ 

As in all cases hitherto presented with a guaranteed OPFB synchronizing region cooperative stability is achieved 
by scaling all the graph matrix eigenvalues into that region by an appropriate choice of a coupling gain 0c > . With 
the synchronizing region having the form of a conical sector one finds a restriction on the argument of the complex 

eigenvalues of the graph matrix. As a special case of OPFB, with , 0
n

C I M= = , the proof of Theorem 4 

reproduces the well-known continuous-time full state-feedback unbounded right half-plane synchronizing region1, 
[13]. It should be emphasized that the cooperative stability conditions presented here are only sufficient, being based 
on Lyapunov estimates of guaranteed synchronizing regions, while Lemma 1 and 2 give necessary and sufficient 
conditions.   

4.5. Delayed Control Cooperative Tracker Design 

This subsection brings an application of the synchronizing region methodology to asymptotic and exponential 
cooperative stability of multi-agent systems having a uniform time-delay in control signals. Full state distributed 
feedback is considered for simplicity. Investigating such systems is the first step in tackling the effects of time-
delays on cooperative stability. Although in realistic systems the assumption of uniform delays seems restrictive it is 
nonetheless frequently adopted for the sake of simplicity and feasibility of analysis.   

4.5.1. Asymptotic Delay-dependent Cooperative Stability 

As variants of Lyapunov stability analysis applicable to time-delay systems are not considered generally familiar the 
basic results on Lyapunov-Razumikhin stability conditions are given in the following theorem. Those results are 
then specialized to linear retarded functional differential equations (RFDE) and quadratic Lyapunov-Razumikhin 
functions, which are subsequently applied to complex RFDE (38) to guarantee delay-dependent synchronizing 
region estimate.   

                                                           
1 It is mainly for this reason that the conventional continuous-time full-state distributed feedback cooperative tracker is not 

treated separately to parallel its discrete-time counterpart in Subsection 4.2.   
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Theorem 5. (Lyapunov-Razumikhin stability theorem, [19]). Let , ,α β γ  be class K  functions, and let 

( ) 0p s s s> ∀ >  be a scalar continuous non-decreasing function. If there exists a continuous function 

( ) : n
V x →R R  such that for some 0k > , for all 

t
x ∈ C  satisfying [ ]( ( )) , ,

t
V x k t tϑ ϑ τ≤ ∀ ∈ −  , one has 

( ) ( ) ( )x V x xα β≤ ≤ , 

[ ]( ( )) ( ( ) ), ( ( )) ( ( ( )), ,
d

V x t x t if V x p V x t t t
dt

γ ϑ ϑ τ≤ − < ∀ ∈ −    , 

then the trivial solution ( ) 0x t ≡  of the considered RFDE is uniformly asymptotically stable.  Furthermore, the set 

in C where [ ]( ( )) , ,
t

V x k t tϑ ϑ τ≤ ∀ ∈ −   is an invariant subset in the region of attraction in the space C. ■ 

Based on Theorem 5 sufficient conditions for asymptotic stability depending on delays are derived for the 
special case of linear single-delay complex RFDE having the form (37) or (38). The Lyapunov-Razumikhin 
functions appearing in Theorem 5 are modified to accommodate for the fact that the system is complex.  State 
vectors x  are allowed to be complex and the dagger †  denotes the Hermitian adjoint, i.e. transposition and complex 

conjugation. Real 0T
P P= >  then give real-valued single-agent quadratic Lyapunov-Razumikhin functions, 

†( ) 0V x x Px= > , n
x ∈ C . 

Theorem 6. (Lyapunov-Razumikhin delay-dependent result for the complex equation, [19]).  Let there exist real 

positive definite symmetric matrices 
1 2

, , 0P P P > , and a constant 0 0τ >  so that the following conditions are 

satisfied 

 1 1

1 2
,P P P P

− −
< < , (70) 

 
2 4† 2 2

0 1 0 2 0( ) ( ) ( ) 2 0T T T

d d d d d d
A A P P A A PA AP A A P PA P A P Pσ σ τ σ τ σ τ+ + + + + + < . (71) 

Then, for given σ ∈ C , the trivial solution, ( ) 0x t ≡ , of equation  

 ( ) ( ) ( )
d

x t Ax t A x tσ τ= + −&  (72) 

is uniformly asymptotically stable for 00 τ τ≤ ≤ . ■ 

Lyapunov-Razumikhin delay-dependent sufficient stability conditions of Theorem 6 in turn provide a guaranteed 
estimate of the delay-dependent synchronizing region when applied to single-agent complex RFDE (72).   

Theorem 7. [19].  Let ( , )A B  be stabilizable.  Choose the local feedback gain as 

 1 T
K R B P

−
= , (73) 

with 0P >  a real symmetric solution of the single-agent algebraic matrix equation 

 
1 2 2

0 1 2
( ( ) 2 ) 0T T T T T

d d d d
A P PA Q PBR B P PA AP A A P PA P A P Pτ

−
+ + − + + + = . (74) 

where 1 T

d
A BK BR B P

−
= − = − , 0Q >  and 

1 2
0, 0P P> >  symmetric matrices chosen to satisfy 

1 1

1 2,P P P P
− −

< < . 

Then the single-agent closed-loop system, given by 
d

A A A BK+ = − , is asymptotically stable with the delay margin 

0τ  and the guaranteed synchronizing region estimate for delay margin τ  is determined by inequalities 

 Re 1 / 2σ > , (75) 

 
2 4/2 1 1/2 /2 2 2 1/2

0 1 0 2 0
(1 2Re ) (( ) ( ) ( ) 2( ) ) .T T T T T T

d d d d
Q PBR B PQ Q PA APA A P PA P A P P Q Iσ τ σ τ τ σ τ τ τ

− − − − −
− + − + − + − <  (76) 
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Proof:  If the real positive definite symmetric solution of (71) exists, with the feedback gain (70), the closed-loop 

system matrix 1 T

d
A A A BR B P

−
+ = −  satisfies  

1 1 2 2 1

0 1 2
( ) ( ) ( ( ) 2 ) 0T T T T T T T

d d d d
A BR B P P P A BR B P PA APA A P PA P A P P Q PBR B Pτ

− − −
− + − + + + = − − < , 

guaranteeing stability of the closed-loop single-agent system ( 1)σ =  with the delay margin 
0

τ . The synchronizing 

region for the delay margin τ , generally different than 
0

τ , follows as 

2 41 † 1 2 2

1 2

2 41 2 2

1 2

2 41 2 2

0 1 2 1

( ) ( ) ( ( ) 2 )

2Re ( ) ( ( ) 2 )

(1 2Re ) ( ( ) 2 ) (

T T T T T

d d d d

T T T T T

d d d d

T T T T T T

d d d d d d

A BR B P P P A BR B P PA APA A P PA P A P P

A P PA PBR B P PA APA A P PA P A P P

Q PBR B P PA APA A P PA P A P P PA APA A P PA

σ σ τ σ σ

σ τ σ σ

σ τ τ σ σ

− −

−

−

− + − + + +

= + − + + +

= − + − − + + + +
2 2

2

2 41 2 2

0 1 0 2 0

( ) 2 )

(1 2Re ) (( ) ( ) ( ) 2( ) )

T

d d

T T T T

d d d d

P A P P

Q PBR B P PA APA A P PA P A P Pσ τ σ τ τ σ τ τ τ
−

+

= − + − + − + − + −

 

For stability the above matrix expression needs to be negative definite, which is equivalent to 

2 4/2 1 1/2 /2 2 2 1/2

0 1 0 2 0
(1 2Re ) (( ) ( ) ( ) 2( ) ) 0.T T T T T T

d d d d
I Q PBR B PQ Q PA APA A P PA P A P P Qσ τ σ τ τ σ τ τ τ

− − − − −
− + − + − + − + − <  

Condition (74) guarantees single-agent stability with delay margin 0τ  when delays τ  are neglected. This concludes 

the proof. ■ 

Note that a real positive definite solution to (74) surely exists under the conditions of the Theorem for the delay 

margin 0τ  sufficiently small, as it equals the solution of the ARE with the Q  matrix appropriately redefined by 

subtracting the resulting term multiplied by 
0

τ . For sufficiently small 0τ  the Q  matrix thus redefined is still 

positive definite.  

Corollary 2. [19].  Let ( , )A B  be stabilizable. Choose the local feedback gain as 

 1 T
K R B P

−
= , (77) 

with 0P >  a real symmetric solution of the single-agent algebraic Riccati equation 

 
1 0T T

A P PA Q PBR B P
−

+ + − = , (78) 

where 0T
Q Q= > . Choose symmetric matrices 

1 2
0, 0P P> >  satisfying 1 1

1 2
,P P P P

− −
< < . Then the guaranteed 

estimate of the delay-dependent synchronizing region ( )
c

S τ  is determined by inequalities 

 Re 1 / 2σ > ,  (79) 

 
2 4/ 2 1 1/ 2 / 2 2 2 1/ 2

1 2
(1 2 Re ) ( ) ( ) 2 .T T T T T T T T

Q PBR B PQ Q PBKAPA K B P P BK P K B P P Q Iσ τ σ σ
− − − − −

− + + <+     (80) 

■ 

Building on a guaranteed delay-dependent synchronizing region estimate of Theorem 7 and Corollary 2, the 
following result brings a design prescription for state-synchronization under delayed distributed state-feedback. 

Theorem 8. [19].  Let the graph contain the spanning tree with pinning to a root node.  Choose the local feedback 
matrix as the Riccati gain of Corollary 2.  Then the multi-agent system (35) synchronizes for the choice of  

 
1

2 min Re ( )
c

L Gλ
≥

+
,  (81) 

if the delay margin τ  satisfies the condition 
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2 4/2 1 1/2 /2 2 2 1/2

1 2
(1 2 Re ) ( ) ( ) 2T T T T T T T T

j j j
c Q PBR B PQ Q c PBKAPA K B P c P BK P K B P P Q Iλ τ λ λ

− − − − −
− + + <+  

  , (82) 

for all 
j

cλ .  ■ 

4.5.2. Exponential Delay-dependent Cooperative Stability 

Conditions for exponential cooperative stability are presented here as a strengthening of asymptotic cooperative 
stability conditions of Subsection 4.5.1.   

Definition 4.  Given a complex retarded functional differential equation (38), the delay-dependent synchronizing 

region for exponential stability with a prescribed convergence rate a
+

∈ R  is a subset of the complex plane C  
depending on the delay τ ,  

 { }( , ) : ( ) ( ) . .
c d

S a Ay t A y t e sτ σ σ τ= ∈ + −C   , (83) 

with exponential stability characterized by the prescribed convergence rate a . ■ 

A sufficient condition for asymptotic stability with exponential convergence rate for RFDEs based on 
Razumikhin stability functions is detailed in the following theorem, (ibid [19]).   

Theorem 9. (Lyapunov-Razumikhin exponential stability result)  Let the conditions of Theorem 5 be satisfied with 

( )
p

x xλ α=  for some 0, , 1, 0p pλ γ> ∈ ≥ >R   , and  

 [ ]( ( )) ( ( )) ( ( )) ( ( )) , ,
d

V x t V x t if V x V x t e t t
dt

γτ
γ ϑ ϑ τ≤ − < ∀ ∈ −    . (84) 

Then the trivial solution ( ) 0x t ≡  of the considered RFDE is exponentially stable with convergence rate / pγ . ■ 

Linear delay differential systems, e.g. (37), have the spectrum-determined growth property.  Therefore in case of 
exponential stability the convergence rate is determined by the spectral abscissa.  Theorem 9 applied to (37) 
provides a Lyapunov-Razumikhin bound on the spectral abscissa.  The following result guarantees exponential 
stability with a prescribed convergence rate in dependence of delays for the complex RFDE, [19].  It is considered a 
stricter version of Theorem 6. 

Theorem 10. [19]. (Lyapunov-Razumikhin delay dependent exponential stability result for the complex equation). 

Let there exist real positive definite symmetric matrices 
1 2

, , 0P P P > , and a constant 0 0τ >  so that the following 

conditions are satisfied 

1 1

1 2
,P P P P

− −
< < , 

 0
2 4† 2 2

0 1 0 2 0

2( ) ( ) ( ) 2T T T

d d d d d d
A A P P A A PA AP A A P PA P A P P Pe

γτσ σ τ σ τ σ τ γ+ + + + + + < −   (85) 

where γ
+

∈R .  Then, for given σ ∈C , the trivial solution, ( ) 0y t ≡ , of equation  

( ) ( ) ( )
d

y t Ay t A y tσ τ= + −&   

is exponentially stable for 00 τ τ≤ ≤ , with convergence rate / 2γ .   

Proof: Follows from Theorem 9 and Theorem 6. With the quadratic Lyapunov-Razumikhin function one has 2p =  

in Theorem 9.  Provisions (84) of Theorem 9 on the interval [ ]2 ,t tτ− ; 
2( ( )) ( ( ))V x V x t e

γτ
ϑ <  [ ]2 ,t tϑ τ∀ ∈ −  

yield the inequality 

2 4† † 2 2

1 2

2( ( )) ( ) ( ) ( ) ( ) 2 ( )T T T

d d d d d d

d
V x t x t A A P P A A PA APA A P PA P A P e P x t

dt

γτ
σ σ τ σ τ σ τ≤ + + + + + +   . 
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By condition (85) of the Theorem, for 00 τ τ≤ ≤  

( ( )) ( ( ))
d

V x t V x t
dt

γ≤ − , 

thus, according to Theorem 9, completing the proof. ■ 

Exponential stability of the transformed model with prescribed convergence rate, used to derive the stability 
condition (85), is sufficient to guarantee the same for the original system, [19]. Exponential stability with a 
prescribed convergence rate is stronger than asymptotic stability; hence synchronizing region satisfying the 
prescribed exponential convergence rate is contained in the asymptotic stability synchronizing region for the same 
time-delay,  

( ) ( ),
c c

S a Sτ τ⊆ . 

Due to exponential terms the exponential synchronizing region estimate (85) strongly depends on the values of delay 
τ  and the prescribed convergence rate a . As Theorem 10 shows, the inclusion property with respect to decreasing 
delays holds naturally for prescribed convergence exponential stability synchronizing region estimates (85).  
Furthermore the synchronizing region for greater convergence rates a  is necessarily contained in that for smaller 
ones,  

1 2( ) ( , ),
c c

S a S aτ τ⊆  for 
1 2

a a≥ . 

These considerations reflect the robustness of exponential stability with respect to delays. Design methodology of 
Theorem 8 is equally applicable to synchronizing region with a prescribed exponential convergence rate.  One only 
needs to consider the single-agent algebraic matrix equation  

01 2 2

0 1 2

2
( ( ) 2 )T T T T T

d d d d
A P PA Q PBR B P PA AP A A P PA P A P e P P

γτ
τ γ

−
+ + − + + + = −  

guaranteeing exponential stability for the single-agent system, instead of asymptotic stability guaranteed by (74). 
Then an estimate of the synchronizing region for exponential stability with the same convergence rate a  but 
possibly different delays τ  follows similarly as in Theorem 7 from the single-agent matrix inequality 

2 41 2 2 0
0 1 0 2 0

22(1 2 Re ) ( ) ( ) ( ) 2( ) 0T T T T

d d d d
Q PBR B P PA AP A A P PA P A P e e P

γτγτ
σ τ σ τ τ σ τ τ τ

−
− + − + − + − + − <  

It should be remarked that for delay-free case, 00τ τ= = , the above results naturally reduce to ones presented in 

preceding subsections, i.e. those not considering time-delays, leading to unbounded synchronizing regions.   

If all the diagonal blocks in (41), i.e. all the systems (42), are exponentially stable with a prescribed convergence 
rate, as guaranteed by the delay-dependent synchronizing region, then the original system (36) shares the same 
convergence property. Therefore synchronization is guaranteed with a prescribed exponential convergence rate if all 
the graph matrix eigenvalues are scaled into the pertaining synchronizing region by an appropriate coupling gain. 

V. ROBUST SYNCHRONIZING REGION FOR DISTURBANCES AND UNCERTAIN SYSTEMS 

Design of cooperative controls robust to external disturbances and single-agent uncertainties can also be approached 

via synchronizing region methodology. This section brings H
∞

-synchronizing regions for robustness to 

disturbances and synchronizing regions for uncertain agents.   

5.1. H
∞

-Synchronizing Regions  

Reference [20] introduces a concept of an H
∞

-synchronizing region for agents 

i i i i
x Ax Bu Dω= + +& , 
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acted upon by external disturbances 
i

ω . Regulated outputs are 1

1
( )

N

i i jj
z N C x x

−

=
= −∑  and those signals are 

related to the total synchronization error. Graph topology is assumed undirected and the distributed state-feedback 
(8) is used. An appropriate state transformation of the total multi-agent system dynamics leads to considering 
systems of the form 

ˆˆ ˆ( )

ˆˆ

i i i i

i i

x A c BK x D

z Cx

λ ω= − +

=

&

 

which are required to be asymptotically stable in absence of disturbances, and to have an H
∞

-bound on output ˆ
i

z  

with respect to disturbance ˆ
i

ω  less than γ  for all relevant eigenvalues of the graph matrix, 
i

λ . This motivates the 

interest in system 

( )
i i i

i i

A BK D

z C

ζ σ ζ ω

ζ

= − +

=

&

 

that defines the H
∞

-synchronizing region, σ ∈ R , for undirected graphs.  Then an H
∞

 Riccati inequality 

2 0T T T T
A P PA PBB P PDD P C Cδ γ

−
+ − + + <  

for any 0δ >  is used to provide a guaranteed H
∞

-synchronizing region estimate and to subsequently construct the 

single-agent feedback gain 

1

2

T
K B P= . 

This feedback gain in distributed state-feedback (8) guarantees an 2L  bound less than γ  for all regulated outputs 
i

z  

with respect to disturbances if the coupling gain 0c >  is chosen such that all relevant graph matrix eigenvalues 
i

λ  

satisfy 
i

cλ δ≥ .  For more details on H
∞

-synchronizing regions the interested reader is referred to [20].   

5.2. Synchronizing Regions for Uncertain Agents 

For single-agent uncertainties, assume bounded yet otherwise unknown uncertainties in the system matrix A , 
denoted by Aδ , and in the input-to-state coupling matrix B , denoted likewise by Bδ . For clarity, only distributed 
state-feedback is presented here. Consider the guaranteed synchronizing region estimate for an uncertain matrix 
pencil ( , )A A B Bδ δ+ +  with feedback gain K ,  

( )A A B B Kδ σ δ+ − + . 

The single-agent Lyapunov stability condition is constructed as 

( ) ( ) ( ) ( ) 0T T T
A A P P A A P B B K K B B Pδ δ σ δ σ δ+ + + − + − + < . 

Choosing the state-feedback gain as designed for the certain part of single-agent system ( , )A B ,  
1 T

K R B P
−

= , 

where 0P >  is a real symmetric solution of the single-agent algebraic Riccati equation, 

1T T
A P PA PBR B P Q

−
+ − = − , 

leads to the stability requirement 

1 1 1 1

1 1 12 Re

0T T T T T T

T T T T T

A P PA A P P A PBR B P P BR B P PBR B P PBR B P

A P PA PBR B P A P P A P BR B P PBR B P

δ δ σ σ δ σ σ δ

σ δ δ σ δ σ δ

− − − −

− − −

+ + + − − −

⇒ + − + + − −

− <
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1 1 1

1

1 1 1 1

(1 2 Re ) ( ) ( )

(1 2 Re ) ( )

Re ( ) Im ( ) 0

T T T T

T T

T T T T

Q PBR B P A P P A P BR B P PBR B P

Q PBR B P A P P A

P BR B P PBR B P j P BR B P PBR B P

σ δ δ σ δ σ δ

σ δ δ

σ δ δ σ δ δ

− − −

−

− − − −

= − + − + + − +

= − + − + +

− + − − <

 

It is seen from the above expression that uncertainties Aδ  contribute terms independent of σ  which can be 
robustly taken care of by sufficiently large Reσ . Note that for a fixed solution P  a magnitude bound on Aδ  gives 
a constant bounded indefinite term. Hence, due to Aδ  uncertainties, the shape of a guaranteed synchronizing region 
remains qualitatively the same. However, uncertainties Bδ  contribute terms depending on σ , with Re , Imσ σ  
multiplying Hermitian matrices. Comparing this matrix expression with that for constant OPFB, (67), leads one to 
conclude that the guaranteed robust synchronizing region has a conical form; the uncertainties in B  change the 
shape of guaranteed synchronizing region qualitatively as well, (c.f. proof of Theorem 4). So, the greater the 
magnitude of uncertainties Bδ , the narrower a guaranteed synchronizing region estimate in the complex plane.   

It is worth emphasizing here yet again that this is only a sufficient and not a necessary stability condition, hence 
one operates with guaranteed synchronizing region estimates rather than exact synchronizing regions.   

VI. CONCLUSIONS 

This research summary reviews some methods of cooperative stability analysis and control design for various 
identical-agent multi-agent system state-synchronization problems. Cooperative state-feedback, observer design, 
static OPFB, and delayed state-feedback are addressed. The common tread is the synchronizing region approach; 
separating the detailed graph topology from single-agent dynamics and thus guaranteeing robustness and flexibility. 
This versatile approach crystallized in the past few years into a useful analysis and design tool. It is shown in this 
survey, for the first time to the knowledge of the authors, that this methodology is also applicable to uncertain 
single-agent systems. Single-agent uncertainties are found to restrict the graph topologies that allow for robust 
synchronization in terms of magnitudes of uncertainties.  
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2. DISTRIBUTED STATIC OUTPUT-FEEDBACK CONTROL FOR STATE SYNCHRONIZATION OF 
MULTI-AGENT SYSTEMS 

Kristian Hengster-Movric, Frank L. Lewis, Michael Sebek, Distributed Static Output-feedback Control 

for State Synchronization of Multi-agent Systems, Automatica 53 (2015), pp. 282–290. 

This paper, published in Elsevier’s Automatica, (IF: 6.126, the main IFAC journal), in 2015, brings 

technical details on the application of the synchronizing region to state synchronization of multi-

agent systems comprised of homogeneous agents using static output-feedback. Restricting the 

choice of feedback to outputs brings additional difficulties for the design of the cooperative 

control, as well as it somewhat restricts the type of graph topologies that allow for 

synchronization in this manner. The benefit is a simple, time-invariant feedback guaranteeing 

distributed state synchronization and H∞-bound in case of disturbances.  

This paper studies state synchronization of multi-agent systems with disturbances using distributed static 

output-feedback (OPFB) control. The bounded L2 gain synchronization problem using distributed static OPFB 

is defined and solved. The availability of only output measurements restricts the local controls design, while the 

communication graph topology restricts global information flow among the agents. It is shown here that these 

two types of restriction can be dealt with in a symmetric manner and lead to two similar conditions 

guaranteeing the existence of bounded L2 gain static OPFB. One condition is on the output measurement matrix 

on a local scale, and the other on the graph Laplacian matrix on a global scale. Under additional conditions a 

distributed two-player zero-sum game using static OPFB is also solved and leads to distributed Nash 

equilibrium on the communication graph. As a special case the static OPFB globally optimal control is given. 

A new class of digraphs satisfying the above condition on the graph Laplacian is studied. The synchronizing 

region for distributed static OPFB control is exposed and found to be conical, different than the infinite right-

half plane synchronizing region for distributed state feedback. 
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a b s t r a c t

This paper studies state synchronization ofmulti-agent systemswith disturbances using distributed static
output-feedback (OPFB) control. The bounded L2 gain synchronization problem using distributed static
OPFB is defined and solved. The availability of only output measurements restricts the local controls
design, while the communication graph topology restricts global information flow among the agents. It
is shown here that these two types of restriction can be dealt with in a symmetric manner and lead to
two similar conditions guaranteeing the existence of bounded L2 gain static OPFB. One condition is on
the output measurement matrix on a local scale, and the other on the graph Laplacian matrix on a global
scale. Under additional conditions a distributed two-player zero-sumgameusing static OPFB is also solved
and leads to distributed Nash equilibrium on the communication graph. As a special case the static OPFB
globally optimal control is given. A new class of digraphs satisfying the above condition on the graph
Laplacian is studied. The synchronizing region for distributed static OPFB control is exposed and found to
be conical, different than the infinite right-half plane synchronizing region for distributed state feedback.

© 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Standard approaches to output-feedback (OPFB) synchroniza-
tion of multi-agent systems on graphs employ dynamic OPFB
compensators, or static OPFB assuming some extra conditions
simplifying the problem. This paper is concerned with the gen-
eral static OPFB synchronization problem on graphs. Solutions are
sought that optimize certain globally defined performance mea-
sures. Conditions on the local output measurement matrix and on
the global graph Laplacian are given that are similar; these reveal
the structure of the interactions between local measurement lim-
itations and global graph communication limitations. A numerical
example is given showing the power of the new approach in pro-
viding static OPFB synchronizationwhere existingmethods cannot
apply.

✩ The material in this paper was not presented at any conference. This paper
was recommended for publication in revised form by Associate Editor Dimos V.
Dimarogonas under the direction of Editor Frank Allgöwer.

E-mail addresses: kristian.hengster-movric@mavs.uta.edu
(K. Hengster-Movric), Lewis@uta.edu (F.L. Lewis), michael.sebek@fel.cvut.cz
(M. Sebek).
1 Tel.: +420 224 357 488; fax: +420 224 918 646.
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The last two decades have witnessed an increasing interest in
multi-agent networked cooperative systems, Baillieul and Antsak-
lis (2007), Fax andMurray (2004), Jadbabaie, Lin, andMorse (2003),
Li, Duan, Chen, and Huang (2010), Olfati-Saber, Fax, and Murray
(2007), Olfati-Saber and Murray (2003, 2004), Schenato, Sinopoli,
Franceschetti, Poolla, and Sastry (2007), Tsitsiklis (1984) andWang
and Chen (2002). Early work, Fax and Murray (2004), Olfati-Saber
et al. (2007), Olfati-Saber and Murray (2003, 2004), Ren and Beard
(2005) and Tsitsiklis (1984), refers to consensus without a leader.
By adding a command generator leader that pins to a group of
agents one can obtain synchronization to a reference trajectory;
this is termed pinning control (Chen, Liu, & Lu, 2007; Hengster-
Movric, You, Lewis, & Xie, 2012; Sorrentino, di Bernardo, Garo-
falo, & Chen, 2007; Wang & Chen, 2002; Zhang & Lewis, 2011). We
call this the cooperative tracker problem. There all the agents syn-
chronize to the leader’s reference trajectory. Necessary and suffi-
cient conditions for synchronization to the leader are given by the
master stability function approach (Pecora & Carroll, 1998), and
the related concept of synchronizing region (Duan, Chen, & Huang,
2009; Sorrentino et al., 2007; Tuna, 2008; Wang & Chen, 2002).
This guarantees local stability. Global results are obtained by con-
traction analysis, i.e. incremental stability (Lohnmiller & Slotine,
1997; Pavlov, Pogromski, van de Wouv, & Nijmeijer, 2004; Russo,
di Bernardo, & Sontag, 2013). For linear systems, however, local
7
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and global stabilities coincide; hence the synchronizing region ap-
proach yields global results. Pinning control papers often assume a
special inner couplingmatrix that simplifies the design (Chen et al.,
2007; Duan et al., 2009; Liu, 2011; Sorrentino et al., 2007; Wang
& Chen, 2002) and disregards the controllability properties of
single-agent systems. For nonlinear systems special autonomous
dynamics is assumed (e.g. QUAD) (Chen et al., 2007; Liu, 2011), to
guarantee synchronization.

For state-feedback synchronization of linear time-invariant
(LTI) systems, an approach given in Li et al. (2010), Tuna (2008)
and Zhang and Lewis (2011) uses locally optimal feedback derived
from the algebraic Riccati equation. Such control guarantees an
unbounded right-half plane synchronizing region. Hence, state
synchronization is achieved under mild conditions on the directed
communication graph topology, utilizing stabilizability properties
of individual agents.

If the entire agents’ states are not available one can use the dy-
namic OPFB, as detailed in Hengster-Movric and Lewis (2012), Li,
Duan, and Chen (2011); Li et al. (2010), Scardovi and Sepulchre
(2009), You and Xie (2011) and Zhang and Lewis (2011). There,
observer-based dynamic cooperative regulators are used to guar-
antee state synchronization under single-agent stabilizability and
detectability. The approach in Wieland, Sepulchre, and Allgower
(2011) uses a referencemodel based design to extend these results
to heterogeneous LTI networks. There, identical reference genera-
tors communicate their full states and synchronize. Such local ref-
erence signals are then tracked by agents.

In the case of dynamic OPFB control, necessary and sufficient
conditions for the existence of stabilizing regulators are agent’s
stabilizability and detectability. The static OPFB cooperative con-
trol problem is considerably more involved than distributed dy-
namic OPFB design. It is known that for the single-agent case,
static OPFB control depends on deep structural geometric prop-
erties of the dynamics (Syrmos, Abdallah, Dorato, & Grigoriadis,
1997; Wonham, 1985, chap. 4). Generally, individual agent’s sta-
bilizability and detectability is not sufficient for existence of stabi-
lizing static OPFB controls and there exist no closed-form formu-
lae for stabilizing or optimal static OPFB gains. The 1997 survey
paper (Syrmos et al., 1997) gives static OPFB solutions in terms of
coupled Riccati and Lyapunov equations. In Lewis, Vrabie, and Syr-
mos (2012) static OPFB solutions are given in terms of two coupled
Riccati equations. In Gadewadikar, Lewis, and Abu-Khalaf (2006);
Gadewadikar, Lewis, Xie, Kučera, and Abu-Khalaf (2007) necessary
and sufficient conditions for static OPFB bounded L2 gain control
are given in terms of a generalized Riccati equation and an extra
condition in terms of the measurement matrix.

In Chopra and Spong (2006) static OPFB synchronization was
provided for passive systems. In Scardovi and Sepulchre (2009)
dynamic OPFB synchronization was considered. A result was also
given there that provides static OPFB designs for passive systems.
In Ma and Zhang (2010) static OPFB synchronization controls rely
on a rank condition that simplifies the problem so that necessary
and sufficient conditions are local stabilizability and detectability.

The approaches in Li et al. (2010), Tuna (2008) and Zhang and
Lewis (2011) provide guaranteed synchronization using locally
optimal state feedback design at each agent. Globally optimal
design for state feedback cooperative control that optimizes
performance measures that depend on all the agent dynamics has
been considered in many papers (Borelli & Keviczky, 2008; Cao
& Ren, 2010; Dunbar & Murray, 2006; Hengster-Movric & Lewis,
2014; Jovanovic, 2005; Qu, Simaan, & Doug, 2009; Vamvoudakis
& Lewis, 2011). The common difficulty, however, is that globally
optimal control solutions are generally not distributed, so that
each agent’s control depends not only on its neighbors in the
graph (Cao & Ren, 2010; Hengster-Movric & Lewis, 2014; Qu
et al., 2009). To have a distributed control that is optimal in
38
some sense it is possible e.g. to consider each agent optimizing its
own, local, performance index. This is done for receding horizon
control inDunbar andMurray (2006), implicitly in Zhang and Lewis
(2011), and for distributed games on graphs in Vamvoudakis and
Lewis (2011), where the notion of optimality is Nash equilibrium.
In the case of agents with identical LTI dynamics, Borelli and
Keviczky (2008) presents a suboptimal state feedback design that
is distributed on the graph topology.

An H∞-control approach to cooperative synchronization is
detailed in Li, Duan, and Chen (2010), where an LMI-based design
is used to achieve synchronization and disturbance rejection. That
work, Li et al. (2010), uses cooperative full state feedback. The
H∞-synchronizing region is defined as a generalization of the
conventional synchronizing region (Duan et al., 2009; Li et al.,
2010; Zhang & Lewis, 2011) and LMI conditions are given for it to
be unbounded on the real line.

In this paper we study static OPFB cooperative control designs
that consider global performance measures. The bounded L2 gain
synchronization problem using distributed static OPFB is defined
and solved. Under additional conditions a distributed two-player
zero-sum game using static OPFB is also solved and leads to
distributed Nash equilibrium on the communication graph. As
a special case the static OPFB globally optimal control is given.
Requiring solutions of these static OPFB control problems to be
distributed imposes a condition on the graph topology. A new class
of digraphs satisfying that condition is studied. The guaranteed
synchronizing region for distributed static OPFB control is exposed
and found to be different than the infinite right-half plane
synchronizing region for distributed state feedback. A numerical
example is given that shows the power of the new approach in
providing static OPFB synchronization where existing methods
cannot do so.

The contributions of this paper are as follows. Restrictive con-
ditions in Ma and Zhang (2010) and Scardovi and Sepulchre
(2009) and other existing works are removed to provide syn-
chronizing controls for the general static OPFB case, including
non-passive systems and systems not satisfying simplifying rank
conditions. Applications are made to globally optimal designs in-
cluding bounded L2 gain synchronization, zero-sum games Nash
equilibrium, and globally optimal control. Two similar conditions
on the local output measurement matrix and the global graph
Laplacian are given that reveal the symmetry between local infor-
mation restrictions due toOPFB and global information restrictions
due to the graph topology. A new class of digraphs is defined that
satisfy the global condition. The structure of the guaranteed syn-
chronization region for static OPFB is studied and found to be a
conical sector, not a right-half plane as for full state feedback. A nu-
merical example is provided that shows the applicability of these
new results in a case where existing results such as Ma and Zhang
(2010) and Scardovi and Sepulchre (2009) cannot be applied.

Section 2 gives basic concepts and notation. Section 3 defines
and solves the distributed bounded L2 gain synchronization
problemby static OPFB. Section 4 solves the static OPFB distributed
zero-sum game problem and the globally optimal control problem.
Section 5 finds that the guaranteed synchronizing region for static
OPFB is conical. Section 6 brings a numerical example that can be
solved by the approach in this paper and not by other existing
approaches. Section 7 concludes the paper.

2. Graph properties and synchronization

This section presents elements of the algebraic graph theory
and defines the synchronization problem using static OPFB
distributed control.

Consider a graph, G = (V, E), with a nonempty finite set of
N vertices, V = {v1, . . . , vN}, and a set of edges E ⊆ V × V . It is
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assumed that the graph is simple, i.e. there are no repeated edges or
self-loops. Directed graphs are considered, and information prop-
agates through the graph along the edges. Denote the connectivity
matrix as E = [eij] with eij > 0 if (vj, vi) ∈ E and eij = 0 other-
wise. Note that diagonal elements satisfy eii = 0. The set of neigh-
bors of node vi is Ni = {vj : (vj, vi) ∈ E}, i.e. the set of nodes with
arcs coming into vi. Define the degree matrix as a diagonal matrix,
H = diag (h1 . . . hN), with hi =


j eij, the (weighted) in-degree of

node i. Define the graph Laplacian matrix as L = H − E, which has
all row sums equal to zero.

A directed path is a sequence of edges joining two vertices. A
graph is said to be strongly connected if any two vertices can be
joined by a directed path. A graph is said to contain a directed
spanning tree if there exists a vertex, v0, such that every other
vertex in V can be reached from v0 following a directed path. Such
a vertex, v0, is called a root node. The Laplacian matrix L has a
simple zero eigenvalue if and only if the directed graph contains
a spanning tree.

For a matrix Q = Q T
≥ 0 a square root, Q 1/2, is a matrix

satisfying (Q 1/2)TQ 1/2
= Q . We denote its matrix transpose as

Q T/2. Complex conjugation of a scalar σ ∈ C is denoted by an over
bar σ̄ ∈ C.

The multi-agent system under consideration is comprised of
N identical agents and a leader, having linear time-invariant (LTI)
dynamics. Let the leader system be given as

ẋ0 = Ax0,
y0 = Cx0,

(1)

and the agents as

ẋi = Axi + Bui + Ddi,
yi = Cxi.

(2)

The di are disturbance signals acting on agents, assumed suffi-
ciently regular for the unique solution of (2) to exist.

Note that matrix A may not be stable. Therefore, the au-
tonomous command generator (1) describes many reference tra-
jectories of interest including periodic trajectories, ramp-type
trajectories, etc., Hengster-Movric and Lewis (2012).

Define the local neighborhood output error

eyi =


j

eij(yj − yi) + gi(y0 − yi) (3)

where gi ≥ 0 are the pinning gains, with gi > 0 only for a few
nodes having direct measurements of the leader’s output, Wang
and Chen (2002). The feedback control signal for agent i is chosen
as a linear distributed static OPFB

ui = cKeyi, (4)

where c > 0 is the coupling gain and K is the local OPFB gain
matrix. The expression

ei =


j

eij(xj − xi) + gi(x0 − xi), (5)

is the local (state) neighborhood error, Wang and Chen (2002) and
Zhang and Lewis (2011). Let δi = xi − x0 be the synchronization
error. Globally one has δ = col(δ1, . . . , δN), so the local neighbor-
hood error equals

e = −(L + G) ⊗ Inδ, (6)

where G = diag(g1 . . . gN) is the diagonal matrix of pinning gains.
Standard cooperative control approaches assume distributed con-
trol in terms of state neighborhood error (5), or construct dynamic
observers in terms of OPFB (3). By contrast this paper studies dis-
tributed static OPFB of the form (4).
3

In this paper we assume that the graph contains a spanning
tree, with at least one non-zero pinning gain connecting into a
root node. Then the matrix (L + G) is nonsingular, Fax and Murray
(2004), therefore, e = 0 ⇔ δ = 0.

Globally, the local neighborhood output error (3) is

ey = −(L + G) ⊗ Cδ, (7)

where ey = col(ey1, . . . , eyN). Define similarly other global quanti-
ties. The global form of the distributed OPFB (4) is

u = −c(L + G) ⊗ KCδ. (8)

Note that expression (7) reflects the restrictions on the informa-
tion available for distributed static OPFB control. Matrix C specifies
the local agent restrictions due to OPFB, while L + G specifies the
information restrictions on a coarser scale due to limited commu-
nication. Both local and global restrictions appear in (7) in a sym-
metric manner.

Definition 1. The distributed synchronization control problem for a
multi-agent system (2), with a leader (1), is to find distributed
feedback controls, ui, for agents, that guarantee limt→∞ ∥δi(t)∥ =

0, ∀i. We call this the cooperative tracker problem.

Feedback (4) gives closed loop single-agent system as

ẋi = Axi + cBKCei + Ddi, (9)

which yields the dynamics of themulti-agent system in global form

ẋ = (IN ⊗ A)x − c(L + G) ⊗ BKCδ + (IN ⊗ D)d, (10)

where global vectors x, d are defined similarly as δ. The synchro-
nization error global dynamics follows as

δ̇ = (IN ⊗ A − c(L + G) ⊗ BKC)δ + (IN ⊗ D)d. (11)

For the structured system (11) one has the following property of
the system matrix, crucial in simplifying the distributed feedback
control design.

Lemma 1 (Fax & Murray, 2004 and Li et al., 2010). The matrix IN ⊗

A−c(L+G)⊗BKC is Hurwitz if and only if all thematrices A−cλjBKC
are Hurwitz, where λj are the eigenvalues of (L + G). �

Lemma 1 connects stability properties of (11) to robust
stabilization of a single-agent system. The conditions of Lemma 1
can be guaranteed by locally optimal state feedback design at each
agent (Li et al., 2010; Tuna, 2008; Zhang & Lewis, 2011). It has
not been established how these conditions can be guaranteed by
distributed static OPFB design. We will do so in Section 3.

3. Distributed bounded L2 gain static output-feedback

This section presents the cooperative bounded L2 gain problem
and reviews a result for static OPFB of single-agent systems. Main
result Theorem 1 is given that solves the cooperative bounded
L2 gain problem using distributed static OPFB. It is found that in
keeping with the symmetry revealed in (7), symmetric conditions
must hold on the local output measurement matrix C and the
global graph matrix L + G.

3.1. Formulation of the cooperative H∞-control Problem

The dynamics (11) of the synchronization error δ for a general
control u is

δ̇ = (IN ⊗ A)δ + (IN ⊗ B)u + (IN ⊗ D)d,
y = (IN ⊗ C)δ.

(12)
9
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The output y of (12) has been redefined as compared to (2) bearing
in mind its use in the control law (8). Given system (12), define the
performance output, Gadewadikar et al. (2006), as

∥z(t)∥2
= δTQ δ + uTRu,

for some positive definite symmetric matrices Q > 0, R > 0
whose structure is detailed later. It is assumed without loss of
generality that the matrix C has full row rank. The system L2 gain
is said to be bounded or attenuated by γ if, for all L2 disturbances
d(t)

∞

0 ∥z(t)∥2 dt
∞

0 ∥d(t)∥2
T dt

=


∞

0 (δTQ δ + uTRu)dt
∞

0 d(t)TTd(t)dt
≤ γ 2. (13)

Remark 1. Note that a weighting matrix T > 0 is introduced
in (13), which generalizes the form of the L2 gain as compared
to standard single-agent H∞-control, Gadewadikar et al. (2006,
2007) where T = I . This is required in the analysis of H∞-control
for cooperative multi-agent systems as detailed in the proof of
Theorem 1.

Definition 2. Given a multi-agent system, the bounded synchro-
nization L2 gain (H∞-synchronization) problem for the distributed
static OPFB is to find the distributed static OPFB control such that
the closed-loopmulti-agent system reaches synchronization in ab-
sence of disturbances, and that synchronization L2 gain is bounded
as in (13) for all L2 disturbances.

For any LTI system

δ̇ = Āδ + B̄u + D̄d,

y = C̄δ,
(14)

to design a static OPFB control, u = −K̄ y = −K̄ C̄δ, guaranteeing
that L2 gain is bounded as in (13), one proceeds as follows,
Gadewadikar et al. (2006). Define the performance criterion

J(δ, K̄ , d) =


∞

0
(δT (Q + C̄T K̄ TRK̄ C̄)δ − γ 2dTTd)dt. (15)

The main result of Gadewadikar et al. (2006) states that necessary
and sufficient conditions for existence of the H∞ static OPFB
control for general LTI systems, with Q = Q T

≥ 0, are: (Ā, B̄)
stabilizable, (Ā,Q 1/2) detectable, and there exist matrices K̄ ∗, M̄
such that

K̄ ∗C̄ = R−1(B̄TP + M̄), (16)

where P = PT > 0 is a solution to the generalized Riccati-type
equation (the HJI equation)

PĀ + ĀTP + Q − PB̄R−1B̄TP + M̄TR−1M̄ + γ −2PD̄T−1D̄TP = 0.
(17)

The matrix M̄ in (16) provides additional design freedom
needed for OPFB stabilization. Note that (16) may not hold if M̄ =

0. That is, given matrix C̄ , there may be no solution to (17) with
M̄ = 0 such that K̄ ∗C̄ = R−1B̄TP .

3.2. Cooperative output-feedback control for bounded L2 gain

The existence of the solution to the bounded L2 gain synchro-
nization problem for system (12) in the form of the cooperative
distributed static OPFB control (4) is detailed in the followingmain
theorem. This result shows how to design a distributed static OPFB
of the form (8) that guarantees a bounded L2 gain (13). The key is
40
to realize that in distributed control on graphs, thematrices in (14)
are specially structured so that

Ā = IN ⊗ A, B̄ = IN ⊗ B,

C̄ = IN ⊗ C, D̄ = IN ⊗ D.
(18)

Moreover, since the multi-agent distributed systems are struc-
tured as in (12), the global static OPFB feedback gain has the struc-
ture K1 ⊗ K2, commensurate with Eq. (7).

Theorem 1. Let the synchronization error dynamics with distur-
bances acting upon agents be given in global form as (12). Let the
graph have a spanning tree with at least one non-zero pinning gain
connecting to a root node. Suppose there exist symmetric positive def-
inite matrices P1, P2, and matrices M2, K2 satisfying

P1 = cR1(L + G) (19)
ATP2 + P2A + Q2 − P2BR−1

2 BTP2

+ γ −2P2DDTP2 + MT
2 R

−1
2 M2 = 0 (20)

for some Q2 = Q T
2 > 0, R1 = RT

1 > 0, R2 = RT
2 > 0, and coupling

gain c > 0, together with

K ∗

2 C = R−1
2 (BTP2 + M2). (21)

Then the cooperative control

u∗
= −c(L + G) ⊗ K ∗

2 Cδ, (22)

guarantees a synchronization L2 gain bounded as in (13) by γ , where
matrices Q , R, T are structured as

R = R1 ⊗ R2, (23)

and either

i. T = P1 ⊗ I = cR1(L + G) ⊗ I with

Q = c2(L + G)TR1(L + G) ⊗ (Q2 + ATP2
+ P2A + γ −2P2DDTP2)
− cR1(L + G) ⊗ (ATP2 + P2A + γ −2P2DDTP2)

> 0 (24)

or
ii. T = R1 ⊗ I with

Q = c2(L + G)TR1(L + G) ⊗ (Q2 + ATP2 + P2A)

− cR1(L + G) ⊗ (ATP2 + P2A) > 0. (25)

Proof. Let the OPFB control for (12) be structured as

u = K̄(IN ⊗ C)δ = K1 ⊗ K2Cδ.

The Hamiltonian for system (14) with the performance criterion
(15) and the quadratic value function, V (δ) = δTPδ, equals

H = δT (P(Ā − B̄K̄ C̄) + (Ā − B̄K̄ C̄)TP)δ + δTPD̄d

+ dT D̄TPδ + δT (Q + C̄T K̄ TRK̄ C̄)δ − γ 2dTTd. (26)

Stationarity condition gives the worst case disturbance d∗

∂H
∂d

= 0 ⇒ d∗
= γ −2T−1D̄TPδ. (27)

With such a disturbance the Hamiltonian becomes

H = δT (P(Ā − B̄K̄ C̄) + (Ā − B̄K̄ C̄)TP)δ

+ γ −2δTPD̄T−1D̄TPδ + δT (Q + C̄T K̄ TRK̄ C̄)δ.
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This quadratic form is determined by the matrix

P(Ā − B̄K̄ C̄) + (Ā − B̄K̄ C̄)TP + Q
+ C̄T K̄ TRK̄ C̄ + γ −2PD̄T−1D̄TP

= ĀTP + PĀ + Q + γ −2PD̄T−1D̄TP − PB̄R−1B̄TP
+ (K̄ C̄ − R−1B̄TP)TR(K̄ C̄ − R−1B̄TP)

= ĀTP + PĀ + Q + γ −2PD̄T−1D̄TP

− PB̄R−1B̄TP + M̄TR−1M̄. (28)

The last line is obtained from the requirement on the OPFB gain,
K̄ ∗C̄ = R−1(B̄TP + M̄), for some matrix M̄ . By the output Riccati-
type equation, (17), (28) equals zero identically, i.e.

H(δ, ∇V , K̄ ∗, d∗) = 0. (29)

The system (12) is structured, (18). Its structured value function
is given by the matrix P = P1 ⊗ P2. With the matrix R of the
Theorem and similarly structured general T = T1 ⊗ T2, M̄ =

M1 ⊗ M2 one finds the matrix (28) equal to

(IN ⊗ AT )(P1 ⊗ P2) + (P1 ⊗ P2)(IN ⊗ A) + Q
+ γ −2(P1 ⊗ P2)(IN ⊗ D)(T−1

1 ⊗ T−1
2 )(IN ⊗ DT )(P1 ⊗ P2)

− (P1 ⊗ P2)(IN ⊗ B)(R−1
1 ⊗ R−1

2 )(IN ⊗ BT )(P1 ⊗ P2)

+ (MT
1 ⊗ MT

2 )(R−1
1 ⊗ R−1

2 )(M1 ⊗ M2).

Choosing T2 = I , of an appropriate dimension, one has T = T1 ⊗ I
and

P1 ⊗ (ATP2 + P2A) + Q + γ −2P1T−1
1 P1 ⊗ P2DDTP2

− P1R−1
1 P1 ⊗ P2BR−1

2 BTP2 + MT
1 R

−1
1 M1 ⊗ MT

2 R
−1
2 M2. (30)

For the OPFB gain one has

K̄ C̄ = (K1 ⊗ K2)(IN ⊗ C) = K1 ⊗ K2C
= (R−1

1 ⊗ R−1
2 )(P1 ⊗ BTP2 + M1 ⊗ M2)

= c(L + G) ⊗ K ∗

2 C, (31)

which is satisfied for M1 = P1, by the global topology condition,
(19), and the local OPFB condition, (21).

Nothing in the conditions for OPFB, (19), (21), specifies the
matrix T1. Choosing T1 = P1 > 0, withM1 = P1 in (30) gives

P1 ⊗ (ATP2 + P2A) + Q + γ −2P1P−1
1 P1 ⊗ P2DDTP2

− P1R−1
1 P1 ⊗ P2BR−1

2 BTP2 + P1R−1
1 P1 ⊗ MT

2 R
−1
2 M2

= P1 ⊗ (ATP2 + P2A + γ −2P2DDTP2) + Q

− P1R−1
1 P1 ⊗ (P2BR−1

2 BTP2 − MT
2 R

−1
2 M2).

If the Q matrix is taken to be

Q = P1 ⊗ (Q2 − P2BR−1
2 BTP2 + MT

2 R
−1
2 M2)

+Q1 ⊗ (P2BR−1
2 BTP2 − MT

2 R
−1
2 M2), (32)

the global output Riccati-type equation, (17), decouples as

P1 ⊗ (ATP2 + P2A + γ −2P2DDTP2 + Q2

− P2BR−1
2 BTP + MT

2 R
−1
2 M2)

+ (Q1 − P1R−1
1 P1) ⊗ (P2BR−1

2 BTP2 − MT
2 R

−1
2 M2) = 0.

That is certainly satisfied if

Q1 = P1R−1
1 P1,

ATP2 + P2A + Q2 − P2BR−1
2 BTP2

+ γ −2P2DDTP2 + MT
2 R

−1
2 M2 = 0.
4

Alternatively, the choice T1 = R1 gives the equation

P1 ⊗ (ATP2 + P2A) + Q + P1R−1
1 P1 ⊗ (γ −2P2DDTP2 − P2BR−1

2 BTP2
+MT

2 R
−1
2 M2) = 0,

which decouples similarly with the choice of

Q = P1 ⊗ (Q2 − P2BR−1
2 BTP2 + MT

2 R
−1
2 M2 + γ −2P2DDTP2)

+Q1 ⊗ (P2BR−1
2 BTP2 − MT

2 R
−1
2 M2 − γ −2P2DDTP2) (33)

or equivalently

Q = −P1 ⊗ (ATP2 + P2A) + Q1 ⊗ (Q2 + ATP2 + P2A), (34)

where Q1 = P1R−1
1 P1 = c2(L + G)TR1(L + G). The global topology

condition (19), used in (32), (33), gives (24), (25).
Hence, with the choice of the structure for matrices Q , R, P, T

detailed in the theorem, one has the global output algebraic
Riccati-type equation decoupled into local and global parts. Thus
the conditions on the graph topology and the local OPFB gain
guarantee that the global output Riccati-type equation is satisfied.

The Hamiltonian for the general LTI system evaluated at the
specified control, K̄ ∗, and disturbance signals, d∗ is identically zero,
(29). The original Hamiltonian then equals

H(δ, ∇V , K̄ , d) = H(δ, ∇V , K̄ ∗, d∗) + δT (−PB̄(K̄ C̄ − R−1B̄TP)

− C̄T K̄ T (B̄TP − RK̄ C̄) − M̄TR−1M̄)δ − γ −2δTPD̄T−1D̄TPδ  
γ 2d∗T Td∗

+ δTPD̄d  
γ 2d∗T Td

+ dT D̄TPδ − γ 2dTTd

= δT (−PB̄(K̄ C̄ − R−1B̄TP) − C̄T K̄ T (B̄TP − RK̄ C̄)

− M̄TR−1M̄)δ − γ 2(d − d∗)TT (d − d∗). (35)

Recalling that

H(δ, ∇V , K̄ , d) =
dV
dt

+ δT (Q + C̄T K̄ TRK̄ C̄)δ − γ 2dTTd,

choosing K̄ = K̄ ∗ leads to

dV
dt

+ δT (Q + C̄T K̄ TRK̄ C̄)δ − γ 2dTTd

= −(d − d∗)TT (d − d∗) ≤ 0.

Upon integration, ∀T > 0, one finds

V (δ(T )) − V (δ(0))

+

 T

0
(δT (Q + C̄T K̄ ∗TRK̄ ∗C̄)δ − γ 2dTTd)dt ≤ 0.

The rest of the proof follows similarly as in Gadewadikar et al.
(2006). �

It is interesting to note that not only the control (22) is
distributed, respecting the graph topology, so is the worst case
disturbance, (27), for both choices of T in (24), (25).

Remark 2. Global condition (19) refers to the graph topology L+G.
Local conditions (20), (21) refer to the local static OPFB restrictions
due to C . These global and local conditions appear in (19), (21),
respectively, in a similar way. This is due to the symmetry in the
global and local information restrictions embodied in (7).

Conditions (24), (25), that the matrix Q be positive definite, are
not trivial. For those to be satisfied, in case (i) one must have c > 0
sufficiently large and

Q2 + ATP2 + P2A + γ −2P2DDTP2 ≥ 0. (36)

1
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Then the first term in (24) can dominate the second term except on
its kernel, as determined by kernel of (36). According to Eq. (20),
(36) is equivalent to

P2BR−1
2 BTP2 − MT

2 R
−1
2 M2 ≥ 0, (37)

which is a condition on M2. Since R2 > 0, (37) implies that
ker(BTP2) ⊆ kerM2. Also, condition (37) can be written as

CTK T
2 R2K2C − CTK T

2 M2 − MT
2 K2C ≥ 0. (38)

Similarly in case (ii), one needs c > 0 sufficiently large and

Q2 + ATP2 + P2A ≥ 0, (39)

which by (20) is equivalent to

P2BR−1
2 BTP2 − γ −2P2DDTP2 − MT

2 R
−1
2 M2 ≥ 0. (40)

The expression (40) is a condition on the size of M2, D. For (40) to
hold it is necessary that (37) i.e. (38) holds. Also, (40) necessarily
implies that ker(BTP2) ⊆ ker(DTP2). Both conditions (37), (40)
hold if M2 = 0, D = 0. If (37), (40) do hold, choosing the coupling
gain c sufficiently large makes the matrix Q positive definite.
Namely on the kernel of the first term in (24), (25), as determined
by kernels of (36) or (39), the second term in matrix Q , (24), (25),
equals

cR1(L + G) ⊗ Q2 = P1 ⊗ Q2 > 0.

Hence by condition (19) one has Q > 0. Note that the global topol-
ogy condition (19) and the local condition (38) are both required
for this.

Remark 3. The control design in (20), (21) is distributed at each
agent and so is the implementation (22). We consider the global
optimal problemusing staticOPFB. As such, the global performance
index naturally depends on the graph topology through the
weights (24), (25). It also requires the global property (19). Our
approach in Theorem 1 clearly decouples the distributed nature of
the problem, arising fromOPFB constraints due tomatrixC , and the
global information restrictions due to the graph topology L+G. See
the comments following (8).

Remark 4. A new class of digraphs which satisfy condition (19) is
required. In particular, this class of digraphs admits a distributed
solution to an appropriately defined global optimal control prob-
lem, Hengster-Movric and Lewis (2014). The topological condition
for global optimality of the distributed control (22) is (19),

R1(L + G) = P1, (41)

where R1 = RT
1 > 0, L + G is a nonsingular M-matrix, and

P1 = PT
1 > 0. The existence of a matrix R1 > 0 satisfying (41),

is detailed in the following theorem.

Theorem 2. Let L + G be a graph matrix. Then there exists a positive
definite symmetric matrix R1 = RT

1 > 0 such that R1(L+G) = P1 is a
symmetric positive definite matrix if and only if L + G has a diagonal
Jordan form.

Proof is given in Hengster-Movric and Lewis (2014). �

4. Distributed two-player zero-sum games and globally opti-
mal output-feedback

This section provides solutions for two special applications of
the static OPFB design in Theorem 1. First we present and solve
distributed two-player zero-sumgames using static OPFB. Thenwe
consider the special case of cooperative globally optimal control.
42
4.1. Distributed two-player zero-sum games

Let themulti-agent systembe given by (12). The system (12) has
two inputs, hence the theory of the two-player zero-sum games
(Basar & Olsder, 1999; Lewis et al., 2012) is applicable.

Given a performance criterion, J(x(0), u, d), and a dynamical
system with two inputs, u, d, the two-player zero-sum game puts
the control input u and the disturbance input d at odds with
one another. The objective of the control is to minimize the
performance criterion J , while the objective of the disturbance is to
maximize it. For games in general, the concept of Nash equilibrium
is of central importance (Basar & Olsder, 1999; Lewis et al., 2012).

Definition 3. Given a performance criterion, J(x(0), u, d), the
policies u∗, d∗ are in a Nash equilibrium if

J(x(0), u∗, d) ≤ J(x(0), u∗, d∗) ≤ J(x(0), u, d∗).

According to the Nash condition, if both players are at equilibrium,
(u∗, d∗), then (u∗, d∗) provides a unique game-theoretic saddle
point solution. That is the value of the performance criterion at the
Nash equilibrium, V (x0) = J(x0, u∗, d∗), satisfies

V ∗(x0) = min
u

max
d

J(x(0), u, d) = max
d

min
u

J(x(0), u, d).

The main result of this section is presented as the following
corollary to Theorem 1.

Corollary 1. Let the conditions of Theorem 1 be satisfied. Let the
matrix M2 additionally satisfy

CT (K2 − K ∗

2 )TR2(K2 − K ∗

2 )C + MT
2 (K2 − K ∗

2 )C

+ CT (K2 − K ∗

2 )TM2 ≥ 0, (42)

for any K2 ≠ K ∗

2 . Then the control (22) and the worst case distur-
bance (27) are the solutions of the distributed two-player zero-sum
game with the performance index

J(δ0, u, d) =


∞

0
(δTQ δ + uTRu − γ 2dTTd)dt, (43)

where matrices Q , R, T are structured as in Theorem 1.

Proof. Follows the same starting lines as the proof of Theorem 1.
Here we start from the expression (35)

H(δ, ∇V , K , d) = −γ 2(d − d∗)TT (d − d∗)

+ δT (−PB̄(K̄ C̄ − R−1B̄TP)

− C̄T K̄ T (B̄TP − RK̄ C̄) − M̄TR−1M̄)δ.

One has the game-theoretic saddle point if the matrix M̄ is chosen
such that, Gadewadikar et al. (2006),

−PB̄(K̄ C̄ − R−1B̄TP) − C̄T K̄ T (B̄TP − RK̄ C̄) − M̄TR−1M̄ ≥ 0.

Since K̄ ∗C̄ = R−1B̄TP + R−1M̄ , this can be written as

C̄T (K̄ − K̄ ∗)TR(K̄ − K̄ ∗)C̄ + M̄T (K̄ − K̄ ∗)C̄

+ C̄T (K̄ − K̄ ∗)T M̄ ≥ 0. (44)

This is clearly satisfied in the special case of M̄ = 0.
Given that, as in the proof of Theorem 1, K̄ = K1 ⊗ K2, K̄ ∗

=

K1 ⊗ K ∗

2 , since K1 is fixed by the graph topology L + G, the general
condition (44) for the purposes of this Theorem reduces to

(IN ⊗ CT )K T
1 ⊗ (K2 − K ∗

2 )T (R1 ⊗ R2)K1 ⊗ (K2 − K ∗

2 )(IN ⊗ C)

+ (MT
1 ⊗ MT

2 )K1 ⊗ (K2 − K ∗

2 )(IN ⊗ C)

+ (IN ⊗ CT )K T
1 ⊗ (K2 − K ∗

2 )T (M1 ⊗ M2) > 0.
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WithM1 = P1 and (19) one obtains

P1R−1
1 P1 ⊗ (CT (K2 − K ∗

2 )TR2(K2 − K ∗

2 )C

+MT
2 (K2 − K ∗

2 )C + CT (K2 − K ∗

2 )TM2).

The first term is positive definite and equal to P1R−1
1 P1 = c2(L +

G)TR1(L + G), by condition (19) of Theorem 1. Positive semi-
definiteness of the second term guarantees the positive semi-
definiteness of the entire expression. Therefore, ifM2 can be chosen
such that

CT (K2 − K ∗

2 )TR2(K2 − K ∗

2 )C + MT
2 (K2 − K ∗

2 )C

+ CT (K2 − K ∗

2 )TM2 ≥ 0,

then (44) is positive semidefinite. This implies that if the local
OPFB K ∗

2 C is the solution of the local game-theoretic problem,
Gadewadikar et al. (2006), then, given the global topology
condition, (19), the same holds for the global problem. �

Condition (42) is crucial when compared to conditions of
Theorem 1. It implies the weaker local condition (38) (just set
K2 = 0 in (42)). (42) guarantees that the Hamiltonian be positive
definitewith respect to deviations of OPFB gain from that proposed
in Theorem 1. Hence the performance criterion (43) is a proper
game-theoretic performance criterion having a game-theoretic
saddle point, Gadewadikar et al. (2006). Namely a saddle point
in the Hamiltonian implies a game-theoretic saddle point of the
performance criterion, Gadewadikar et al. (2006) and Lewis et al.
(2012). Note that condition (19) is also needed here.

4.2. Cooperative globally optimal output-feedback

When the effects of the disturbances are absent, i.e. D = 0
in (12), the game-theoretic problem of Section 4.1 reduces to the
globally optimal control problem for OPFB, Lewis et al. (2012). This
result is presented as a second corollary to Theorem 1.

Corollary 2. Let the conditions of Theorem 1 and Corollary 1 be
satisfied for d ≡ 0 and D ≡ 0. Then the control (22) is optimal with
respect to the performance index

J(δ0, u) =


∞

0
(δTQ δ + uTRu)dt, (45)

where the matrices Q , R are given by (23), and

Q = c2(L + G)TR1(L + G) ⊗ (Q2 + ATP2 + P2A)

− cR1(L + G) ⊗ (ATP2 + P2A) > 0, (46)

for the coupling gain c > 0 sufficiently large. �

The proof is analogous to the proof of Corollary 1, noting that
d ≡ 0,D ≡ 0 make the choice of T in Theorem 1 immaterial, and
both variants for Q presented there reduce to a single choice, (46).
Local condition (42) of Corollary 1 guarantees optimality and (46).

Note that if the graph does not contain the spanning tree,
with at least one non-zero pinning gain connecting to a root
node, then, with all other conditions of Corollary 2 satisfied, one
has optimality, with positive semidefinite Q in (45). This implies
convergence to the kernel of Q . The existence of a spanning tree,
i.e. the non-singularity of the graph matrix, L + G, is necessary for
state synchronization.

Remark 5. Remark 2 applies also here. The conditions on c for syn-
chronization in Corollary 2, are more than sufficient, and presume
both global and local conditions (19), (38). Global condition is dis-
cussed in detail in Remark 4. However, removing the global re-
quirements of Sections 3 and 4 removes condition (19), leaving
weaker conditions for synchronization. In that case the local con-
dition (38) remains a sufficient condition, as detailed in Section 5.
4

Fig. 1. a. Synchronizing region for static OPFB. b. The graph.

5. Synchronizing region for output-feedback

This section studies the guaranteed synchronizing region for
static OPFB and finds it to be a conical region as shown in Fig. 1(a),
Section 6, as opposed to the unbounded right-half plane for full
state feedback cooperative control (Li et al., 2010; Zhang & Lewis,
2011). In the following it is taken that d ≡ 0,D ≡ 0, and subscript
‘2’ of local quantities is omitted for simplicity.

Let the local OPFB gain K for an LTI system defined by matrices
(A, B, C) satisfy conditions (20), (21) for some matrix M . Then the
closed loop system matrix A-BKC is Hurwitz, Gadewadikar et al.
(2006).

Definition 4. Given matrices (A, B, C), and the static OPFB gain
K , the synchronizing region for static OPFB is a set given by Sy =

{σ ∈ C : A − σBKC is stable}.

Hence, according to Lemma 1 the systemmatrix in (11) is stable
if and only if all the scaled graphmatrix eigenvalues, cλj, are in the
synchronizing region for static OPFB of the matrix pencil

A − σBKC . (47)

Making the choice of K (20), (21), guarantees the synchronizing
region for static OPFB as shown below.

Theorem 3. Let the multi-agent system be given by (1), (2), where
D ≡ 0, d ≡ 0. Let the graph have a spanning tree with at least
one non-zero pinning gain connecting to a root node. Choose the
distributed static OPFB control (4), where the OPFB gain, K , satis-
fies (20), (21). In addition let the inequality (38) be satisfied. Then the
guaranteed synchronizing region for static OPFB is the conical sector
in the complex plane.

Proof. Let the following abbreviations be introduced

a := λmin>0(Q−T/2CTK TRKCQ−1/2), (48)

b := λmin>0(Q−T/2(CTK TRKC − CTK TM − MTKC)Q−1/2) (49)

f := λmax(jQ−T/2(MTKC − CTK TM)Q−1/2) (50)

where λmin>0 denotes the smallest eigenvalue on the complement
of the kernel.

Take the quadratic Lyapunov function, V (x) = xĎPx, for the
complex system matrix (47). The dagger Ď denotes the hermitian
adjoint. The positive definite real matrix, P = PT , is chosen as a so-
lution of the output Riccati-type equation (20). The time derivative
of this Lyapunov function is determined by the quadratic form of a
hermitian matrix

(A − σBKC)ĎP + P(A − σBKC)

= ATP + PA − σ̄CTK TBTP − σPBKC,

which, by completing the squares, reads

ATP + PA + (σKC − R−1(BTP + M))ĎR(σKC − R−1(BTP + M))

− |σ |
2 CTK TRKC + σ̄CTK TM + σMTKC − CTK TRKC .
3
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The choice of the OPFB satisfying (21) makes this expression equal
to

ATP + PA + |σ − 1|2 CTK TRKC − |σ |
2 CTK TRKC

+ σ̄CTK TM + σMTKC − CTK TRKC .

Using the output Riccati-type equation, (20), gives

= −Q − (BTP + M)TR−1(BTP + M) − MTR−1M + PBR−1BTP
+ (1 − 2Re σ)CTK TRKC + σ̄CTK TM + σMTKC .

The sufficient condition guaranteeing stability is then

−Q − (BTP + M)TR−1(BTP + M) − MTR−1M + PBR−1BTP
+ (1 − 2Re σ)CTK TRKC + σ̄CTK TM + σMTKC < 0,

allowing the assessment of the synchronizing region for static
OPFB in C. This expression is equivalent to

−Q − |σ |
2 CTK TRKC + |σ − 1|2 CTK TRKC

+ (σ̄ − 1)CTK TM + (σ − 1)MTKC < 0. (51)

With |σ − 1|2 − |σ |
2

= (1 − 2Re σ) (51) becomes

−Q − (2Re σ − 1)CTK TRKC + (Re σ − 1)(CTK TM + MTKC)

+ jIm σ(MTKC − CTK TM) < 0.

After straightforward manipulations condition (51) reads

−I − Re σ(Q−T/2CTK TRKCQ−1/2)

− (Re σ − 1)Q−T/2(CTK TRKC − CTK TM − MTKC)Q−1/2

+ Im σ(jQ−T/2(MTKC − CTK TM)Q−1/2) < 0. (52)

Inequality (52) is certainly satisfied for Re σ ≥ 1 if

−1 − Re σλmin>0(Q−T/2CTK TRKCQ−1/2)

− (Re σ − 1)λmin>0(Q−T/2(CTK TRKC
− CTK TM − MTKC)Q−1/2)

+ |Im σ | λmax(jQ−T/2(MTKC − CTK TM)Q−T/2) < 0. (53)

Note here that even though the last matrix term in (52) is antisym-
metric it cannot be disregarded for the evaluation of the quadratic
form. This is so because jmultiplying itmakes it hermitian, and one
has complex vector spaces here. Namely, the proof of Lemma1uses
a coordinate transformation that is generally complex. This matrix
has a special property that its eigenvalues appear as±λ ∈ R, which
is seen by complex conjugating the eigenvalue–eigenvector rela-
tion. Hence the absolute value of Im σ is needed in (53) compared
to (52).

With the introduced abbreviations and shorthand notation,
x := Re σ , y := Im σ , a guaranteed synchronizing region for OPFB
is described as x ≥ 1 and

|y| < [1 − b + (a + b)x] /f , (54)

which is a conical sector in the complex plane. This completes the
proof. �

Remark 6. If M = 0 one recovers the synchronizing region
characteristic of the full state feedback (Li et al., 2010; Zhang &
Lewis, 2011) defined by

−Q + (1 − 2Re σ)CTK TRKC < 0.

However, given the prescribed output measurement matrix C in
(2), the choice M = 0 generally cannot be made, Gadewadikar
et al. (2006). That is, there may exist M ≠ 0 such that (21) holds,
i.e. K ∗C = R−1(BTP + M), yet K ∗C = R−1BTP fails to hold.
44
Remark 7. The work in Li et al. (2010) presents conditions in
terms of LMI for state feedback synchronizing region in R to be
unbounded. The structure of the synchronizing region for static
OPFB in C is not revealed in that work. In Theorem 3 we show
it is a conical sector, (54). Such form of the synchronizing region
imposes constraints on the graph matrix eigenvalues similar to
those presented in Hengster-Movric et al. (2012) for discrete-time
systems.

6. Numerical example

A numerical example is presented here for which distributed
static OPFB can be designed using the approach in this paper, but
not by other approaches existing in the literature. Note that this
system is not passive hence (Scardovi & Sepulchre, 2009) cannot
be applied. Also it does not satisfy the rank condition (13) in Ma
and Zhang (2010), so that cannot be used either.

Consider a multi-agent system (1), (2), with matrices

A =


0 1
1 −1


, B = I2, C =


1 0.6


, D = 0.

Note that A is unstable but stabilizable. The solution of the
equation, (20), with matrices Q = I2, R = 0.5I2 and

M =


0 0.1444
0 −0.3348


is P =


0.8561 0.3693
0.3693 0.5563


.

TheOPFBgain (21) givenby this P isK = [1.7122 0.7386]Twhich,
with the chosenM , satisfies (38). In this case the choice ofM ≠ 0 is
necessary. That is KC = R−1BTP fails to hold. The synchronizing re-
gion for OPFB, (54), is determined by the coefficients a = 2.3644,
b = 2.3645, f = 5.372 ∗ 10−5, depicted in Fig. 1(a). The graph
topology is given by L = [2 − 1 0 − 1; −1 2 − 1 0; 0 0 1 −

1; 0 0 − 1 1], G = diag(0, 0, 1, 0), (Fig. 1(b)), satisfying (19) with
R1 = [1 0 1 −2; 0 1 −2 0; 1 −2 11.4 −3.8; −2 0 −3.8 8.6] > 0,
and c = 2.7.

7. Conclusions

This paper examines distributed static OPFB control for state
synchronization of identical LTI agents. Disturbances are assumed
to act on the agents. The cooperative bounded L2 gain problem
using static OPFB is defined and solved. A stronger condition
affords a solution of the distributed two-player zero-sum game.
The distributed globally optimal OPFB control problem is solved
as a special case. Conditions are found guaranteeing global
optimality w.r.t. a quadratic performance criterion. The notion of
synchronizing region is extended to static OPFB.
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3. COOPERATIVE SYNCHRONIZATION CONTROL FOR AGENTS WITH CONTROL DELAYS: A 
SYNCHRONIZING REGION APPROACH 

Kristian Hengster-Movric, Frank L. Lewis, Michael Sebek, Tomas Vyhlidal, Cooperative 

synchronization control for agents with control delays: A synchronizing region approach, Journal of 

the Franklin Institute, 2015  

This paper, published in Elsevier’s Journal of the Franklin Institute, (IF: 3.567), in 2015, takes into 

account communication time-delays which are realistically unavoidable in real-world distributed 

multi-agent systems. It proves to be possible, using the Razuminkhin-Lyapunov stability analysis, to 

apply the spirit of the synchronizing region methods to systems with uniform time-delays, yielding a 

delay-dependent synchronizing region that restricts the maximal value of the time-delay as well as 

the graph topologies allowing for synchronization under the considered delays. These results are 

applicable, in principle, to all cases analyzed as being delay-free, and they indeed reduce to the 

familiar delay-free results when the upper bound on the delays is pushed to zero. Therefore, albeit 

somewhat conservative, the results elaborated in this part present a natural extension of the 

familiar synchronizing region concepts to the realistic case of having time-delays. 

This chapter investigates multi-agent system synchronization in presence of control signal time-delays. Agents 

are assumed to be identical linear time-invariant systems, interacting on a directed graph topology, all having 

the same control time-delay. Distributed control of multi-agent systems is complicated by the fact that the 

communication graph topology interplays with single-agent dynamics. Here a design method based on a 

synchronizing region is given that decouples the design of local feedback gains from the detailed properties of 

graph topology. Such extension of the synchronizing region concept to agents with delays is rigorously 

justified. Delay-dependent synchronizing region is defined and methods are given guaranteeing its estimates. 

Qualitative properties of delay-dependent synchronizing regions and implications for control design are 

discussed. It is found that these regions are inherently bounded which restricts the graphs that allow for 

synchronization under delayed communication. Stronger property of exponential stability with a prescribed 

convergence rate is presented as a special case. 
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bounded which restricts the graphs that allow for synchronization under delayed communication. Stronger property
of exponential stability with a prescribed convergence rate is presented as a special case.
& 2015 The Franklin Institute. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

The last two decades have witnessed an increasing interest in multi-agent netwo
systems, inspired by natural occurrence of flocking and formation forming [1–1
with networked cooperative systems in continuous and discrete-time is presented

papers generally refer to the consensus problem without a leader, where the final consensus value

uted systems to
p of agents one
], for all initial
consider one-
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,10,13] greatly
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pments of [9]
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ted busses and
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ative consensus
r discrete-time
ous-time, [1,3]
d graphs. More
ucing the delay

ral continuous-
onal differential
lity. Lyapunov–
lity conclusions
s for necessary
the need for,
is determined by initial conditions. Necessary and sufficient conditions for distrib
synchronize were given. On the other hand, by adding a leader that pins to a grou
can have synchronization to a command trajectory through pinning control [7,13
conditions. We term this the cooperative tracking problem. Most early papers
dimensional agents, in continuous-time usually single-integrators. These results a
general linear time-invariant (LTI) agents in [6,12,13,15]. Synchronization
compensators or output-feedback is considered in [8,13,14].

For identical LTI agents without delays, the synchronizing region concept [8
simplifies the design of local distributed feedback gains [12,13,15]. The synch
approach, originally introduced in the context of oscillator synchronization [10], reduc
graph topology on the multi-agent system dynamics to robust stability of a single-ag
system. Inspired in part by [7,10], the considerations in [12,13] show via single-a
stability estimates that a distributed state-feedback, derived from a local algebraic R
guarantees synchronization for a broad class of communication graphs. Develo
additionally consider synchronization with prescribed exponential convergence rate
single-agent approach.

Considering practical means of distributed control e.g. networked control, dedica
wireless communication, delays in information signals from neighboring agents are u
In realistic applications one is interested in effects those delays have on cooperat
differently put, in robustness of cooperative stability to delays. Generally well behaved
to disturbances, may be sensitive to feedback delays, which can lead to poor perform
loss of stability. Guaranteeing robustness to delays is therefore important fo
implementations of multi-agent distributed control. Some early papers on cooper
[1,3,5] address the problem of delayed information from the neighbors. Fo
synchronization, delays are treated in [28] using stochastic matrices. For continu
introduce a uniform delay in one-dimensional single-integrator agents on undirecte
recent work [17] extends the approach of [1,3] to directed graph topologies, introd
margin and a responsible eigenvalue concept.

One way to extend the early results on delays [1,3] and more recent [17] to gene
time identical LTI agents on directed graphs is offered by the theory of retarded functi
equations (RFDEs) [24]. Essential question is that of guaranteeing single-agent stabi
Krasovskii and Lyapunov–Razumikhin theorems are extensively used to reach stabi
for RFDEs [16,18,19,21,22,24,25]. The former theorem uses functionals and allow
and sufficient stability conditions, while the latter uses functions, thus avoiding
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generally complicated, functional time derivatives. Krasovskii result is more general, but Razumikhin
result applies more easily to systems with time-varying or even uncertain delays [25]. Furthermore,
Razumikhin stability function provides a connection to classical Lyapunov methods of delay-free
systems. Those theorems furnish delay-independent and delay-dependent stability results [16,25].
Delay-independent results essentially rely on robustness of delay-free part of a system to any type of
disturbance, including delayed signals. A brief reflection reveals that delay-independent stability

ed and delayed
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conditions are
systems as well
ined there in a
lity criteria for
an increasing
[32] and [33]
e with realistic
hing stochastic
robust control.
astic stability.
time-delays is
are treated as a
work also deals
0] under mild
phs and basing
phy of scalable
f identical LTI

onstant, control
r be identical as
n the literature
er as its first
ative control to
ntrol to delay-
ay. The delay-
logy to robust
rst appeared in
0] the approach
nd provides a
and the case of
trol reported in
case of uniform

K. Hengster-Movric et al. / Journal of the Franklin Institute 352 (2015) 2002–20282004
results tend to be overly conservative, as information on the actual delay is not us
signals are always treated as detrimental disturbances. In contrast, delay-dependent r
treatment of delayed stabilizing feedback [25]. Both Krasovskii and Razumikhin d
stability results are well known in the literature [18,21,25]. Hence in a search for sim
stability conditions the delay-dependent results based on Razumikhin theorem [16,21
choice. Nevertheless, Razuminkin delay-dependent stability criteria show considerab
and reducing this conservatism is a topic of current research.
Different approaches to general synchronization under delays are present in th

name just a few [32–35] make use of Lyapunov–Krasovskii functionals. Result
use Krasovskii functionals to derive quite involved stability criteria. Stability
expressed in a centralized manner in that stability depends jointly on single-agent
as the graph topology. The proposed dynamic synchronization control is obta
centralized way. Similarly, [33] motivated by neural networks expresses stabi
synchronization of multi-agent systems by large LMIs whose size increases with
number of agents, a difficulty admitted candidly by authors themselves. Both
assume inputs acting directly on all agents' states, which is not generally the cas
agents. In comparison [34] treats a fairly general class of systems, random switc
systems with time varying communication topology and uncertainties, via H1
Krasovskii functionals are used in a centralized way to guarantee robust stoch
Master-slave synchronization for systems with mixed neutral and discrete
analyzed in [35] again via Krasovskii functionals. Systems considered in [34,35]
whole; no attention is paid to the distributed implementation of controls. Existing
with nonlinear agents [29] and heterogeneous agent output synchronization [3
assumptions on delays and graph topology, but considering only undirected gra
stability analysis on the system as a whole, which is in contrast with the philoso
conditions depending on single-agent systems [10,13,17]. The simpler case o
agents with uniform delay allows for simpler, distributed, stability criteria.
This paper is concerned with identical LTI agents, all having the same (uniform), c

signal delay. If delays were allowed to differ in different agents those would no longe
dynamical systems. The simplifying assumption on uniform delays is standard i
[1,3,17]. The underlying communication graph is assumed directed. This pap
contribution brings together Razumikhin stability analysis and distributed cooper
extend the classical synchronizing region approach of delay-free distributed co
dependent synchronizing region applicable to agents with uniform control del
dependent synchronizing region reduces effects of the communication graph topo
stability of a single-agent closed-loop system with delayed feedback. This concept fi
context of oscillator synchronization in [20], along the lines of [10]. In contrast to [2
proposed in this paper accounts for controllability properties of single-agents a
connection and comparison between the delay-free distributed feedback design [13]
nonzero delays. Moreover this paper extends results on delays for cooperative con
[1,3] to LTI agents on directed graphs, and synchronization results of [12,13] to the
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delays. In contrast to [29,30,32–35], here are considered general directed, albeit constant, graph
topologies and stability conditions are derived depending on single-agent systems. Hence stability
analysis is scalable and does not involve the entire multi-agent system. The price for that is restricting
consideration to identical agents with uniform time delays. As a second contribution qualitative
properties of the delay-dependent synchronizing region, characterizing robust stability, are addressed.
It is found that for nonzero delays the guaranteed delay-dependent synchronizing region is inherently
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n is in bringing
h a prescribed
to agents with a
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bounded. Therefore one has a situation similar to the discrete-time synchronization pr
its bounded synchronizing region. The nature of this sufficient condition is qualitative
result in [3] which gives necessary and sufficient conditions for single-integrator c
delays. One finds here also a tradeoff between fast synchronization and robustness t
to that mentioned in [1,3]. A static cooperative synchronization control design pro
based on the guaranteed delay-dependent synchronizing region. The third contributio
stricter conditions for stronger property of exponential cooperative stability wit
convergence rate. In that this paper extends delay-free results on convergence in [9]
uniform control delay. Numerical example validates the proposed approach.

The paper is organized as follows. Section 2 gives graph properties and nota
presents the multi-agents system dynamics and defines the control problem. Sectio
appropriately modified classical delay-dependent stability results to guarantee the d
synchronizing region. Section 5 addresses the main problem of cooperative con
systems having a control delay. Section 6 brings a strengthening of results in Sect
exponential stability with a prescribed convergence rate. Section 7 relates genera
Section 5 to a familiar special case of single-integrator agents on undirected graph
example of the proposed design is presented in Section 8, and conclusions are give

2. Graph properties

Consider a graph G¼ V;ℰð Þ with N vertices V ¼ fv1;⋯; vNg and a set of
ℰDV � V. It is assumed that the graph is simple, i.e. there are no repeated edg

ðvi; viÞ=2ℰ; 8 i. Mostly directed graphs are considered. Denote the connectivity matrix as E¼ ½eij�
with eij40 if ðvj; viÞAℰ and eij ¼ 0 otherwise. The set of neighbors of node vi is denoted as

egree matrix as
m of E). Define

uence of edges
; kg. A directed
r jA 2;…; kf g.
ph is said to be
said to contain
x in V can be
led a root node.
h is connected,

ar values of A
inimal nonzero
tial stability.
N i ¼ fvj : ðvj; viÞAℰg, i.e. the set of nodes with arcs coming into vi. Define the d
D¼ diagðd1…dNÞ with di ¼

P
j
eij the (weighted) degree of node i (i.e. the ith row su

the graph Laplacian matrix as L¼D�E. A path from node vi1 to node vik is a seq
ðvi1 ; vi2 Þ; ðvi2 ; vi3 Þ;…; ðvik� 1 ; vik Þ, with ðvij� 1 ; vijÞAℰ or ðvij ; vij� 1 ÞAℰ for jA 2;…f
path is a sequence of edges ðvi1 ; vi2 Þ; ðvi2 ; vi3 Þ;…; ðvik� 1 ; vik Þ, with ðvij� 1 ; vij ÞAℰ fo
The graph is said to be connected if every two vertices can be joined by a path. A gra
strongly connected if every two vertices can be joined by a directed path. The graph is
a (directed) spanning tree if there exists a vertex, v0, such that every other verte
connected to v0 by a (directed) path starting from v0. Such a special vertex is then cal
The Laplacian matrix L has a simple zero eigenvalue if and only if the undirected grap
or the directed graph contains a spanning tree.

For any matrix A, σminðAÞ; σmaxðAÞ denote the minimal and maximal singul
respectively. For a positive semi-definite symmetric matrix A, λ40 minðAÞ denotes the m
eigenvalue. The abbreviation a.s. stands for asymptotic stability, and e.s. for exponen
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3. System dynamics and problem statement

This section describes the single-agent dynamics and the global dynamics of the entire multi-
agent system. An appropriate state transformation reduces the cooperative stability of global
dynamics to asymptotic stability of a set of RFDEs. Such a reduced problem is addressed by the
synchronizing region. Let the single-agent dynamics be given by an LTI system with control

ð1Þ
ader dynamics

ð2Þ
this needs not
e them, strictly
s is a standard

s ui depending
d error

ð3Þ

t have a direct
ted as a linear

ð4Þ
is the coupling

ð5Þ

ð6Þ
iagonal matrix

ð7Þ
m

ð8Þ
Schauder fixed
al defining the
inearity of Eq.

egion approach
dback gains K.
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signal delay, τZ0

_xiðtÞ ¼ AxiðtÞ þ Buiðt�τÞ;
where xiARn; uiARm 8 i are the states and inputs. Let there be an autonomous le
given as

_x0ðtÞ ¼ Ax0ðtÞ
with x0ARn. The delay τ is taken to be constant and same for all agents. Though
be true in more realistic models, having different delays for different agents mak
speaking, not identical as dynamical systems. The assumption on uniform delay
simplifying assumption [1,3,17] and it is crucial for the following development.
The distributed cooperative synchronization control problem is to find control

on xi; xjAN i
such that as t-1, ‖xi�x0‖-0, 8 i. Define the local neighborhoo

ei ¼
X
j

eijðxj�xiÞ þ giðx0�xiÞ;

where giZ0 are the pinning gains, which are nonzero only for those nodes tha
connection to the leader [7,13]. Let the control signal for agent i be calcula
feedback of the local neighborhood error

uiðtÞ ¼ cKeiðtÞ;
where K is the local linear feedback gain matrix to be detailed later, and c40
gain. This gives the closed loop single-agent dynamics

_xiðtÞ ¼ AxiðtÞ þ cBKeiðt�τÞ:
Introducing the synchronization error, δi ¼ xi�x0, one has in global form

_xðtÞ ¼ ðIN � AÞxðtÞ�cðLþ GÞ � BKδðt�τÞ;
where x¼ xT1…xTN

� �TARNn, δ¼ δT1…δTN
� �T

ARNn, and G¼ diagðg1:::gNÞ is the d
of pinning gains. The global synchronization error system is then given as

_δðtÞ ¼ ðIN � AÞδðtÞ�cðLþ GÞ � BKδðt�τÞ:
Eq. (7) is a linear retarded functional differential equation (RFDE), of the for

_δðtÞ ¼ AδðtÞ þ Adδðt�τÞ:
Existence of solutions to the Cauchy problem for Eq. (8) is guaranteed by the

point theorem and uniqueness follows from Lipschitz continuity of the function
dynamics [24]. The Lipschitzean property is here fulfilled by virtue of linearity. L
(8) also ensures the boundedness of the dynamics functional [16].
Instead of analyzing the global system (7), following the lines of synchronizing r

[10,13] the following Lemma provides a simplification useful in designing local fee
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Lemma 1. The trivial solution of system (7) is asymptotically stable if and only if the trivial
solutions of systems

_yðtÞ ¼ AyðtÞ�cλjBKyðt�τÞ;
each having an order of a single agent, where λi are the eigenvalues of the graph matrix ðLþ GÞ,
are asymptotically stable, 8 j.

tion matrix

ð9Þ
rty determined

ð10Þ
one can use a

pper triangular

ð11Þ
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lly stable. This
f linear RFDEs

ð12Þ
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Proof. The stability of Eq. (7) is determined by the transcendental transfer func

sINn�ðIN � AÞ þ cðLþ GÞ � BKe� sτ½ ��1:

The frequency domain expression (9) needs to be asymptotically stable, a prope
by the roots of the pertaining characteristic quasipolynomial

ΔðsÞ ¼ det sINn�ðIN � AÞ þ cðLþ GÞ � BKe� sτ½ �:
Knowing that linear transformations do not change the determinant of a matrix

coordinate transformation T � In in Eq. (10), where T �1ðLþ GÞT ¼ Λ is an u
matrix, thereby simplifying the problem considerably. Whence one obtains

det sINn�ðIN � AÞ þ cðLþ GÞ � BKe� sτ½ �
¼ det ðT � InÞ�1ðsINn�ðIN � AÞ þ cðLþ GÞ � BKe� sτÞðT � InÞ

� �
¼ det sINn� IN � Aþ cΛ � BKe� sτ½ �
¼∏

j
det sIn�Aþ cλjBKe

� sτ
� �

;

where λj are the eigenvalues of Λ, equaling the eigenvalues of the graph matrix ðLþ
each factor in the product (11), detðsIn�Aþ cλjBKe� sτÞ, must be asymptotica
requirement is equivalent to the asymptotic stability of the trivial solution for a set o

_yðtÞ ¼ AyðtÞ�cλjBKyðt�τÞ:
Systems (12) are in the form of Eq. (8) but have the order of a single-agent d

The proof of Lemma 1 uses a detour in the frequency domain but the result p
domain, and as such it shall be used. This is in contrast with many treatments o
literature using frequency domain stability criteria, e.g. the Nyquist criterion [27,17],
the lines of [7,12,13], as detailed in Section 4.

Bearing the synchronizing region concept in sight [10,11,13], it is advantage
the dependence from the, generally complex, scaled eigenvalues cλj of the graph
and instead consider the complex RFDE

_yðtÞ ¼ AyðtÞ þ σAdyðt�τÞ;
where σAC, Ad ¼ �BK. Note that Eq. (12) describes a dynamical system g
n-dimensional complex vector space, Cn. The need for complex state vectors ar
triangularizing coordinate transformation T used in proof of Lemma 1, that is gene
and the generally complex eigenvalues of the graph matrix, λj. Because of the
required in Eq. (13). Hence Eq. (13) is clearly an equation defined on a complex v
in contrast to Eq. (1) defined on Rn. This necessary generalization creates no di
standard Lyapunov techniques to be employed (c.f. Section 4) are straightforward
systems with complex states [9].
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The robust stability of Eq. (13) with respect to σ motivates the following definition.

Definition 1. Given a complex retarded functional differential Eq. (13) the delay-dependent
synchronizing region is a subset of the complex plane C depending on the delay τ

ScðτÞ ¼ σAC : AyðtÞ þ σAdyðt�τÞ a:s:� �
:

nchronization,
ility properties

ermined by the
gent system, i.e.
xists a coupling
e local feedback
s into the delay-

Þ related to the
roof is omitted

connecting to
es in the right

lex RFDE (13)
e the classical
is, to Eq. (13).

functions, and
s a continuous
g VðxtðϑÞÞr

e, the set in C
in the space C.

for the special

exist positive
conditions be

ð14Þ
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Delay-dependent synchronizing region is introduced in [20] for oscillator sy
following the lines of [10]. Those papers, however, do not consider the controllab
of individual systems.
Given system matrices ðA;BÞ the delay-dependent synchronizing region is det

choice of local feedback matrix K. Then the cooperative stability of the entire multi-a
δ-0, in the presence of a uniform delay τZ0, is guaranteed if and only if there e
gain c40 such that cλjAScðτÞ; 8 j. The control design proceeds by first designing th
matrix K and then the coupling gain c40 that scales all the graph matrix eigenvalue
dependent synchronizing region.
The following result presents an important property of the graph matrix ðLþ G

underlying graph topology. This fact is well known in the literature hence the p
[7,13,26].

Lemma 2. If the graph has a spanning tree with at least one nonzero pinning gain
a root node then the graph matrix ðLþ GÞ is nonsingular with all the eigenvalu
half-plane.

4. Stability results for the complex linear RFDE

This section extends the classical stability conditions for RFDEs to the comp
providing a guaranteed delay-dependent synchronizing region. For that purpos
stability results for RFDE (8) are first presented and then applied, mutatis mutand

Theorem 1. (Lyapunov–Razumikhin theorem [16,19,25]). Let α; β; γ be class K
let pðsÞ4s 8s40 be a scalar continuous non-decreasing function. If there exist
function VðxÞ : Rn-R such that for some k40, for all xtAC satisfyin
k; 8ϑA t�τ; t½ �, one has

αð‖x‖ÞrVðxÞrβð‖x‖Þ
d

dt
VðxðtÞÞr�γð‖xðtÞ‖Þ; if VðxðϑÞÞopðVðxðtÞÞ; 8ϑA t�τ; t½ �

then the trivial solution xðtÞ � 0 is uniformly asymptotically stable. Furthermor
where VðxtðϑÞÞrk; 8ϑA t�τ; t½ � is an invariant subset in the region of attraction

Based on Theorem 1 sufficient conditions for asymptotic stability are derived
case of linear single-delay RFDE having the form (8).

Theorem 2. (Lyapunov–Razumikhin delay-dependent result [16,21]). Let there
definite symmetric matrices P;P1;P240, and a constant τ040. Let the following
satisfied:

P�1
1 oP; P�1

2 oP;
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ðAþ AdÞTPþ PðAþ AdÞ þ τ0PAdAP1A
TAT

dPþ τ0PA
2
dP2ðA2

dÞTPþ 2τ0Po0: ð15Þ

Then the trivial solution xðtÞ � 0 of the equation

_xðtÞ ¼ AxðtÞ þ Adxðt�τÞ
is uniformly asymptotically stable for 0rτrτ0.

stimates of the
Theorem 2 are
s x are allowed
n and complex
v–Razumikhin

ð16Þ
fied as follows.

tion). Let there
the following

ð17Þ

ð18Þ
asymptotically

ntiable one has

ð19Þ

ds its derivative

ð20Þ
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Now we extend the result of Theorem 2 to RFDE (13) in order to obtain e
synchronizing region ScðτÞ. The Lyapunov–Razumikhin functions appearing in
modified to accommodate for the fact that the system (13) is complex. State vector
to be complex and the dagger † denotes the hermitian adjoint, i.e. transpositio
conjugation. With real P¼ PT40 this gives real valued quadratic Lyapuno
functions

VðxÞ ¼ x†Px40:

The substitution Ad↦σAd; AT
d↦ðσAdÞ† ¼ σAT

d in Theorem 2 is rigorously justi

Theorem 3. (Lyapunov–Razumikhin delay-dependent result for the complex equa
exist real positive definite symmetric matrices P;P1;P240, and τ040. Let
conditions be satisfied:

P�1
1 oP; P�1

2 oP;

ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τ0jσj2PAdAP1A
TAT

dPþ τ0jσj4PA2
dP2ðA2

dÞTP
þ 2τ0Po0:

Then, for given σAC, the trivial solution, xðtÞ � 0, of Eq. (13) is uniformly
stable for 0rτrτ0.

Proof. First it should be observed that since the solution xðtÞ is continuously differe

xðt�τÞ ¼ xðtÞ�
Z t

t� τ
_xðsÞds¼ xðtÞ�

Z t

t� τ
AxðsÞ þ σAdxðs�τÞds

Thus the original equation can be written as a transformed model

_xðtÞ ¼ ðAþ σAdÞxðtÞ�
Z t

t� τ
σAdAxðsÞ þ σ2A2

dxðs�τÞds:

Choosing the Lyapunov–Razumikhin function as VðxðtÞÞ ¼ x†ðtÞPxðtÞ40 one fin
to equal

d
dt VðxðtÞÞ ¼ _x† ðtÞPxðtÞ þ x†ðtÞP_xðtÞ ¼ x†ðtÞ ðAþ σAdÞ†Pþ PðAþ σAdÞ

� �
xðtÞ

�
Z t

t� τ
σx†ðsÞATAT

dPxðtÞ þ σx†ðtÞPAdAxðsÞds

�
Z t

t� τ
σ2x†ðs�τÞðA2

dÞTPxðtÞ þ σ2x†ðtÞPA2
dxðs�τÞds
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The integral terms in Eq. (20) are denoted as

η1 ¼ �
Z 0

� τ
σx†ðt þ ϑÞATAT

dPxðtÞ þ σx†ðtÞPAdAxðt þ ϑÞdϑ;

and Z 0

;
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η2 ¼ �
� τ

σ2x†ðt�τ þ ϑÞðA2
dÞTPxðtÞ þ σ2x†ðtÞPA2

dxðt�τ þ ϑÞdϑ:

One finds by completing the squares with P140 that

ðσATAT
dPxðtÞ þ P�1

1 xðt þ ϑÞÞ†P1ðσATAT
dPxðtÞ þ P�1

1 xðt þ ϑÞÞZ0;

jσj2x†ðtÞPAdAP1A
TAT

dPxðtÞ þ σx†ðtÞPAdAxðt þ ϑÞ
þσx†ðt þ ϑÞATAT

dPxðtÞ þ x†ðt þ ϑÞP�1
1 xðt þ ϑÞZ0;

� σx†ðtÞPAdAxðt þ ϑÞ þ σx†ðt þ ϑÞATAT
dPxðtÞ

� �
rx†ðtÞjσj2PAdAP1A

TAT
dPxðtÞ þ x†ðt þ ϑÞP�1

1 xðt þ ϑÞ:
Whence one has

η1 ¼ � R 0
� τ σx

†ðt þ ϑÞATAT
dPxðtÞ þ σx†ðtÞPAdAxðt þ ϑÞdϑ

r
Z 0

� τ
jσj2x†ðtÞPAdAP1A

TAT
dPxðtÞ þ x†ðt þ ϑÞP�1

1 xðt þ ϑÞdϑ

η1rτjσj2x†ðtÞPAdAP1A
TAT

dPxðtÞ þ
Z 0

� τ
x†ðt þ ϑÞP�1

1 xðt þ ϑÞdϑ

In a similar manner, completing the squares with P240 one finds that

ðσ2ðA2
dÞTPxðtÞ þ P�1

2 xðt�τ þ ϑÞÞ†P2ðσ2ðA2
dÞTPxðtÞ þ P�1

2 xðt�τ þ ϑÞÞZ0

jσj4x†ðtÞPA2
dP2ðA2

dÞTPxðtÞ þ σ2x†ðtÞPA2
dxðt�τ þ ϑÞ

þσ2x†ðt�τ þ ϑÞðA2
dÞTPxðtÞ þ x†ðt�τ þ ϑÞP�1

2 xðt�τ þ ϑÞZ0;

� σ2x†ðtÞPA2
dxðt�τ þ ϑÞ þ σ2x†ðt�τ þ ϑÞðA2

dÞTPxðtÞ
� �

rx†ðtÞjσj4PA2
dP2ðA2

dÞTPxðtÞ þ x†ðt�τ þ ϑÞP�1
2 xðt�τ þ ϑÞ:

Whence one has

η2 ¼ � R 0
� τ σ

2x†ðt�τ þ ϑÞðA2
dÞTPxðtÞ þ σ2x†ðtÞPA2

dxðt�τ þ ϑÞdϑ

r
Z 0

� τ
x†ðtÞjσj4PA2

dP2ðA2
dÞTPxðtÞ þ x†ðt�τ þ ϑÞP�1

2 xðt�τ þ ϑÞdϑ

η2rτjσj4x†ðtÞPA2
dP2ðA2

dÞTPxðtÞ þ
Z 0

� τ
x†ðt�τ þ ϑÞP�1

2 xðt�τ þ ϑÞdϑ

Inserting those terms in Eq. (20) one finds the bound

d
dt VðxðtÞÞ ¼ x†ðtÞ ðAþ σAdÞ†Pþ PðAþ σAdÞ

� �
xðtÞ þ η1 þ η2

d

dt
VðxðtÞÞrx†ðtÞ ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τjσj2PAdAP1A

TAT
dP

�
þτjσj4PA2

dP2ðA2
dÞTP

�
xðtÞ
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þ
Z 0

� τ
x†ðt þ ϑÞP�1

1 xðt þ ϑÞdϑþ
Z 0

� τ
x†ðt�τ þ ϑÞP�1

2 xðt�τ þ ϑÞdϑ:

Under the condition P�1
1 oP; P�1

2 oP one has
d
dt VðxðtÞÞrx†ðtÞ ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τjσj2PAdAP1A

TAT
dP

�
þτjσj4PA2P ðA2ÞTP�xðtÞ

ϑÞdϑ
j4PA2

dP2ðA2
dÞT

τ þ ϑÞdϑ
j4PA2

dP2ðA2
dÞT

ð21Þ

ε41, the time

ð22Þ
�2τ; t� one has
s satisfied then

for 0rτrτ0,
quality (18) is

ed model (19),
f Eq. (13). The
s they account
er, apart from
results adds to
kii results give

K. Hengster-Movric et al. / Journal of the Franklin Institute 352 (2015) 2002–2028 2011
d 2 d

þ
Z 0

� τ
x†ðt þ ϑÞP�1

1 xðt þ ϑÞdϑþ
Z 0

� τ
x†ðt�τ þ ϑÞP�1

2 xðt�τ þ
rx†ðtÞ ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τjσj2PAdAP1A

TAT
dPþ τjσ�

�P�xðtÞ þ
Z 0

� τ
x†ðt þ ϑÞPxðt þ ϑÞdϑþ

Z 0

� τ
x†ðt�τ þ ϑÞPxðt�

¼ x†ðtÞ ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τjσj2PAdAP1A
TAT

dPþ τjσ�

�P�xðtÞ þ
Z 0

� τ
Vðxðt þ ϑÞÞdϑþ

Z 0

� τ
Vðxðt�τ þ ϑÞÞdϑ

Following Razumikhin condition, if VðxðϑÞÞoεVðxðtÞÞ 8ϑA t�2τ; t½ � for some
derivative of the Lyapunov–Razumikin function satisfies

d

dt
VðxðtÞÞrx†ðtÞ ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τjσj2PAdAP1A

TAT
dP

�
þτjσj4PA2

dP2ðA2
dÞTPþ 2τεP

�
xðtÞ:

To find an appropriate ε41 and δ40 such that for VðxðϑÞÞoεVðxðtÞÞ; 8ϑA t½
_VðxðtÞÞr�δVðxðtÞÞ let us proceed as follows. If the condition of the theorem i
there exists δ140 such that

ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τ0jσj2PAdAP1A
TAT

dPþ τ0jσj4PA2
dP2ðA2

dÞTP
þ 2τ0ð1þ 2δ1ÞPo0:

Take ε¼ 1þ δ1, then

ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τ0jσj2PAdAP1A
TAT

dPþ τ0jσj4PA2
dP2ðA2

dÞTP
þ 2τ0εPo�2δ1τ0P

so

_VðxðtÞÞr�2δ1τ0VðxðtÞÞ:
Given a fixed σAC if stability is guaranteed for some τ0 then it is guaranteed

since the delay τ multiplies only positive (semi)definite terms, hence the ine
satisfied for all smaller values, completing the proof.

It should be noted that stability results of this section are based on the transform
which involves additional dynamics [25], hence are only sufficient for stability o
stability conditions of Theorems 2 and 3 are therefore inherently conservative, a
also for dynamics not present in the original single-delay Eq. (13). Moreov
additional dynamics stemming from Eq. (19) the use of Razumikhin stability
conservatism. For retarded functional differential equations Lyapunov–Krasovs
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necessary and sufficient conditions for stability [25]. The necessity is afforded by a fairly general
structure of Lyapunov–Krasovskii functional, as compared to relatively simple Lyapunov–
Razumikhin functions. Generally, level of conservativeness and convergence rate estimates
depend on the precise form of the Lyapunov–Krasovskii functional [25]. In order to establish a
simple connection to delay-free results [12,13], this paper employs Lyapunov–Razumikhin
functions rather than Krasovskii functionals. Gained simplicity is paid by conservative nature of

close to being

operties of an

e case, τ¼ 0,

ð23Þ
P�1
2 oP, with

18) is certainly

ð24Þ

ð25Þ

�1
2 oP. Then it

2τ0Po0

region in the
n that case the
gin bound (25)
cðτrτ0Þ. Note
ll delays τ less
those stability
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results. For large delays Razumikhin sufficient conditions, however, come
necessary as well [36].
The following corollary presents a connection between Theorem 3 and pr

asymptotically stable system in delay-free case.

Corollary 1. Assume asymptotic stability of system (13) in the delay-fre
characterized by the Lyapunov inequality

ðAþ σAdÞ†Pþ PðAþ σAdÞr�Q;

where Q¼QT40. Choose symmetric positive definite matrices P�1
1 oP;

P¼ PT40 a solution of Eq. (23). Then the condition for asymptotic stability (
satisfied if

�Qþ τ0jσj2PAdAP1A
TAT

dPþ τ0jσj4PA2
dP2ðA2

dÞTPþ 2τ0Po0:

This guarantees asymptotic stability for delays less than the delay margin

τ0r‖Q�T=2 jσj2PAdAP1A
TAT

dPþ jσj4PA2
dP2ðA2

dÞTPþ 2P
� �

Q�1=2‖�1:

Proof. The first condition of Theorem 3 is satisfied with the choice P�1
1 oP; P

follows that the second condition of Theorem 3

ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τ0jσj2PAdAP1A
TAT

dPþ τ0jσj4PA2
dP2ðA2

dÞTPþ
is satisfied if

�Qþ τ0jσj2PAdAP1A
TAT

dPþ τ0jσj4PA2
dP2ðA2

dÞTPþ 2τ0Po0:

This is surely so if one has

τ0Q
�T=2 jσj2PAdAP1A

TAT
dPþ jσj4PA2

dP2ðA2
dÞTPþ 2P

� �
Q�1=2oI;

meaning

τ0‖Q�T=2 jσj2PAdAP1A
TAT

dPþ jσj4PA2
dP2ðA2

dÞTPþ 2P
� �

Q�1=2‖o1;

whence the condition (25) on the delay follows, completing the proof.

The stability conclusions depend both on σ and τ. Relation (23) defines a
complex plane, a subset of a synchronizing region, when delays are absent. I
stability margin given by Q40 allows for stability under delays. The delay mar
implicitly provides an estimate of the delay-dependent synchronizing region S
also, that since Theorem 3 and Corollary 1 guarantee asymptotic stability for a
than the delay margin τ0, the delay-dependent synchronizing regions estimated by
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results satisfy the inclusion property

Scðτ2ÞDScðτ1Þ for τ1rτ2: ð26Þ

Taking τ1 ¼ 0 gives the delay-free synchronizing region which contains all delay-dependent
ones Scðτ40Þ and is in that sense the largest.

P. The delay-
a possibility of
choice can be
e can choose
omes
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Remark 1. In Corollary 1 one needs to choose matrices P�1
1 oP; P�1

2 o
dependent synchronizing region estimate depends on those matrices, and there is
optimizing this choice, as mentioned in [21]. However, a more straightforward
made. Having matrix P as a solution to the Lyapunov inequality (23), on
P1 ¼ β1P

�1; P2 ¼ β2P
�1, with β1;241. Then the delay margin bound (25) bec
� � �1

ation for multi-
signal delay.
τ0r‖Q�T=2 β1jσj2PAdAP
�1ATAT

dPþ β2jσj4PA2
dP

�1ðA2
dÞTPþ 2P Q�1=2‖

5. Cooperative control design for synchronization under delays

This section applies results of Section 4 to the original problem of synchroniz
agents systems on directed communication graphs with uniform control

Conclusions presented below extend results of [3,17], to LTI agents on directed graphs, and
results of [12,13] to the case of a uniform delay in controls. Design methodology for the

elay margin.
n, all the scaled
d, knowing the
in the system.
unction of the
gion. Bounded
o discrete-time
of convergence
irected graphs,
st the feedback
n the coupling

a single-agent

lays and allows
cooperative feedback control is proposed, guaranteeing synchronization with a d
With guaranteed delay-dependent synchronizing region for a given delay margi

graph matrix eigenvalues must be in that synchronizing region. On the other han
scaled graph matrix eigenvalues one can find an upper bound on the delay margin
Corollary 1 introduces a bound on the delay margin which is a decreasing f
modulus of σ, whence one expects a bounded delay-dependent synchronizing re
synchronizing region restricts the graph topology in a way qualitatively similar t
synchronization case [15]. This property is also similar to a tradeoff between rate
to consensus and robustness to delays found in single-integrator agents on und
first mentioned in [3]. The distributed feedback design proceeds by choosing fir
gain matrix K, which determines the delay-dependent synchronizing region, the
gain c40 is chosen such that it scales all the graph matrix eigenvalues into it.

5.1. An estimate of the synchronizing region for local feedback gain stabilizing
system with a nonzero delay margin

The optimal Riccati feedback gain stabilizes the single agent system without de

for synchronization under fairly mild conditions [12,13]. This approach is extended here to
agents with delay in a sense that a single-agent system is stabilized with a delay margin τ0, and

that particular
then a guaranteed delay dependent synchronizing region ScðτÞ is found for
stabilizing feedback.
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Theorem 4. Let ðA;BÞ be stabilizable. Choose the local feedback gain as

K ¼ R�1BTP; ð27Þ
with P40 a real symmetric solution of the algebraic matrix equation

ATPþ PAþ Q�PBR�1BTPþ τ0ðPAdAP1A
TAT

dPþ PA2
dP2ðA2

dÞTPþ 2PÞ ¼ 0 ð28Þ
ces chosen to

margin τ0 and
qualities

ð29Þ

ð30Þ

feedback gain

lay margin τ0.
by Theorem 3

2
dP2ðA2

dÞTPþ 2PÞ

ÞTPþ 2PÞ
Þ

is equivalent to

the proof.

nditions of the
RE with the Q
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where Ad ¼ �BK ¼ �BR�1BTP, Q40 and P140; P240 symmetric matri
satisfy

P�1
1 oP; P�1

2 oP:

Then the single-agent closed loop system is asymptotically stable with the delay
the guaranteed synchronizing region for the delay margin τ is determined by ine

Reσ41=2

ð1�2ReσÞQ�T=2PBR�1BTPQ�1=2

þ Q�T=2ððτjσj2�τ0ÞPAdAP1A
TAT

dPþ ðτjσj4�τ0ÞPA2
dP2ðA2

dÞTP
þ 2ðτ�τ0ÞPÞQ�1=2oI

Proof. If the real positive definite symmetric solution of Eq. (28) exists, with the
(27), the closed loop system matrix Aþ Ad ¼ A�BR�1BTP satisfies

ðA�BR�1BTPÞTPþ PðA�BR�1BTPÞ
þ τ0ðPAdAP1A

TAT
dPþ PA2

dP2ðA2
dÞTPþ 2PÞ ¼ �Q�PBR�1BTPo0;

guaranteeing stability of the closed loop single agent system ðσ ¼ 1Þ with the de
The synchronizing region for the delay margin τ, generally different than τ0, follows
as

ðA�σBR�1BTPÞ†Pþ PðA�σBR�1BTPÞ þ τðjσj2PAdAP1A
TAT

dPþ jσj4PA

¼ ATPþ PA�2ReσðPBR�1BTPÞ þ τðjσj2PAdAP1A
TAT

dPþ jσj4PA2
dP2ðA2

d

¼ �Qþ ð1�2ReσÞPBR�1BTP�τ0ðPAdAP1A
TAT

dPþ PA2
dP2ðA2

dÞTPþ 2P

þτðjσj2PAdAP1A
TAT

dPþ jσj4PA2
dP2ðA2

dÞTPþ 2PÞ
¼ �Qþ ð1�2ReσÞPBR�1BTPþ ððτjσj2�τ0ÞPAdAP1A

TAT
dP

þðτjσj4�τ0ÞPA2
dP2ðA2

dÞTPþ 2ðτ�τ0ÞPÞ
For stability the above matrix expression needs to be negative definite, which

� I þ ð1�2ReσÞQ�T=2PBR�1BTPQ�1=2

þQ�T=2ððτjσj2�τ0ÞPAdAP1A
TAT

dPþ ðτjσj4�τ0ÞPA2
dP2ðA2

dÞTP
þ2ðτ�τ0ÞPÞQ�1=2o0:

Condition (29) guarantees stability when delays are neglected. This concludes

Note that a real positive definite solution to Eq. (28) surely exists under the co
theorem for the delay margin τ0 sufficiently small, as it equals the solution of the A
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matrix appropriately redefined by subtracting the resulting term multiplied by τ0. For sufficiently
small τ0 the Q matrix thus redefined is still positive definite.

5.2. An estimate of the delay-dependent synchronizing region for Riccati local feedback gain

The following result relates stability properties of the Riccati local feedback [12,13] in the
pecial case of

ð31Þ

ð32Þ
oP; P�1

2 oP.
determined by

ð33Þ

2oI: ð34Þ

o and certainly
the following

elay-dependent

‖�1: ð35Þ

2oI

ð36Þ
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delay-free case to its delay-dependent synchronizing region. This result is a s
Theorem 4 for a design choice τ0 ¼ 0.

Corollary 2. Let ðA;BÞ be stabilizable. Choose the local feedback gain as

K ¼ R�1BTP;

with P40 a real symmetric solution of the algebraic Riccati equation

ATPþ PAþ Q�PBR�1BTP¼ 0;

where Q¼QT40. Choose symmetric matrices P140; P240 satisfying P�1
1

Then the guaranteed delay-dependent synchronizing region ScðτÞ for Eq. (13) is
inequalities

Reσ41=2;

ð1�2ReσÞQ�T=2PBR�1BTPQ�1=2

þ τQ�T=2 jσj2PBKAP1A
TKTBTPþ jσj4PðBKÞ2P2ðKTBT Þ2Pþ 2P

� �
Q�1=

In case of matrix B not being a square matrix of full rank, which is commonly s
true for SISO systems, the delay margin bound (34) simplifies as detailed in
corollary.

Corollary 3. In case B matrix is not a nonsingular square matrix the d
synchronizing region is determined by Eq. (33) and

τr‖Q�T=2 jσj2PBKAP1A
TKTBTPþ jσj4PðBKÞ2P2ðKTBT Þ2Pþ 2P

� �
Q�1=2

Proof.

ð1�2ReσÞQ�T=2PBR�1BTPQ�1=2

þτQ�T=2 jσj2PBKAP1A
TKTBTPþ jσj4PðBKÞ2P2ðKTBT Þ2Pþ 2P

� �
Q�1=

τQ�T=2 jσj2PBKAP1A
TKTBTPþ jσj4PðBKÞ2P2ðKTBT Þ2Pþ 2P

� �
Q�1=2

oI þ ð2Reσ�1ÞQ�T=2PBR�1BTPQ�1=2

is certainly satisfied if

τ‖Q�T=2 jσj2PBKAP1A
TKTBTPþ jσj4PðBKÞ2P2ðKTBT Þ2P�

þ2P�Q�1=2‖oλmin I þ ð2Reσ�1ÞQ�T=2PBR�1BTPQ�1=2
h i

τ‖Q�T=2 jσj2PBKAP1A
TKTBTP

�
þjσj4PðBKÞ2P2ðKTBT Þ2Pþ 2P

�
Q�1=2‖o1

þ ð2Reσ�1ÞλminðQ�T=2PBR�1BTPQ�1=2Þ
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Here the assumption 2Reσ�140 was tacitly used. This furnishes a bound on the delay
margin

τo 1þ ð2Reσ�1ÞλminðQ�T=2PBR�1BTPQ�1=2Þ
‖Q�T=2 jσj2PBKAP1A

TKTBTPþ jσj4PðBKÞ2P2ðKTBT Þ2Pþ 2P
� �

Q�1=2‖
;

which implicitly determines the delay-dependent synchronizing region ScðτÞ. But if

aluated at the
hich is surely
he complement
of λmin. Hence

=2‖

2 suggested by
dingly.

rst, as jσj-1
implies τ-0.
the delay-free
ne guaranteed
ts in a bounded
nvalues so that

is stabilizable,
ins a necessary
) stabilizes the
. (28) naturally

i feedback gain

nd the value of
coupling gain,
e delay margin
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λminðQ�T=2PBR�1BTPQ�1=2Þ ¼ 0, the expression (34) simplifies to Eq. (35).

Remark 2. When the quadratic form determining stability in Eq. (36) is ev
nontrivial kernel of BTPQ�1=2 Eq. (34) reduces to τ2‖Q�T=2PQ�1=2‖o1, w
satisfied under Eq. (35). Therefore condition (35) guarantees stability, albeit on t
of kerðBTPQ�1=2Þ one has a less conservative condition (34), with λ40 min instead
one has the condition

τ1 ¼ ð2‖Q�T=2PQ�1=2‖Þ�1

τ2 ¼
1þ ð2Reσ�1Þλ40 minðQ�T=2PBR�1BTPQ�1=2Þ

‖Q�T=2 jσj2PBKAP1A
TKTBTPþ jσj4PðBKÞ2P2ðKTBT Þ2Pþ 2P

� �
Q�1

τr minðτ1; τ2Þ
Both in Theorem 4 and Corollary 2 one can make the choice of matrices P1; P

Remark 1, thereby simplifying the expression for the delay margin bound accor

Remark 3. Theorem 4 and Corollary 2 have several important consequences. Fi
the delay margin bound (34), guaranteeing stability for Eqs. (31) and (32),
Comparing this with an unbounded right half-plane synchronizing region of
Riccati feedback [12,13] shows that to recover the unbounded right half-pla
synchronizing region the delay margin must be zero. Nonzero delay margin resul
guaranteed synchronizing region. This boundedness restricts the graph matrix eige
they can be scaled into such a region [15].

It should also be noted that Eq. (32) has a unique solution whenever ðA;BÞ
ðA;Q1=2Þ detectable, but Eq. (28) generally does not. Stabilizability of ðA;BÞ rema
condition for existence of a stabilizing solution for Eq. (28), as feedback (27
system (1) without delay as well. The existence of a stabilizing solution for Eq
depends on τ0.

5.3. The relation between the coupling gain and the delay margin for the Riccat

This subsection reveals the relation between the delay occurring in the system a
the coupling gain. The synchronizing region determines the lower bound of the
and that value, with the largest graph matrix eigenvalue modulus, then bounds th

from above.

oose the local
) synchronizes
Theorem 5. Let the graph satisfy the connectivity condition of Lemma 2. Ch
feedback matrix as the Riccati gain of Corollary 2. Then the multi-agent system (6
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for the choice of

cZ
1

2 min ReλðLþ GÞ ; ð37Þ

if the delay margin τ satisfies the condition

ð1�2RecλjÞQ�T=2PBR�1BTPQ�1=2

�1=2oI; ð38Þ

e graph matrix
ing tree with at
and conditions

delay-free case

e found as the

2oI;

2) are asymp-
stability of the

margin. Hence
, which shrinks
ronizing region
Riccati local

, guaranteeing
ely, for a fixed
ere is an upper
alue modulus.
topologies that
. Qualitatively
bound on τ is

nvalues having
ped oscillatory
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þ τQ�T=2 jcλjj2PBKAP1A
TKTBTPþ jcλjj4PðBKÞ2P2ðKTBT Þ2Pþ 2P

� �
Q

for all cλj.

Proof. For synchronization, according to Lemma 1, all scaled eigenvalues of th
ðLþ GÞ, cλj, must be in the synchronizing region ScðτÞ. The existence of a spann
least one nonzero pinning gain connecting to a root node guarantees by Lemma 2
of Theorem 4 that 8 j there exists a c

cZ
1

2Reλj
) RecλjZ

1
2
:

Hence the lower bound on the coupling gain value c for synchronization in a
follows, as in [13]

cZ
1

2 min ReλðLþ GÞ :

The delay margin τ guaranteeing stability for the multi-agent system can b
largest value that satisfies the inequality

ð1�2ReσÞQ�T=2PBR�1BTPQ�1=2

þ τQ�T=2 jσj2PBKAP1A
TKTBTPþ jσj4PðBKÞ2P2ðKTBT Þ2Pþ 2P

� �
Q�1=

for scaled eigenvalues σ ¼ cλj, 8 j. With such delay margin all the systems (1
totically stable to the trivial solution, guaranteeing, by Lemma 1, the cooperative
entire multi-agent system.

Remark 4. For guaranteed stability the delay in the system must satisfy the delay
a nonzero delay τ enforces a bound on the guaranteed synchronizing region ScðτÞ
with increasing values of the delay margin, Eq. (26). In delay-free case the synch
for Riccati local feedback contains the unbounded right half-plane [13]. The
feedback gain of Corollary 2, Eq. (31), is thus robust with respect to delays
synchronization in delay-free case as well as for sufficiently small delays. Convers
nonzero delay margin, as the delay-dependent synchronizing region is bounded, th
bound on the coupling gain c40 depending on the largest graph matrix eigenv
Given the lower bound for the coupling gain, Eq. (37), this constrains the graph
are guaranteed to allow for synchronization under that particular delay margin
similar relation holds also for the feedback proposed in Theorem 4 where the
determined via Eq. (30).

The synchronizing region estimate (30) points to the fact that graph matrix eige
small real and large imaginary part, stemming from high frequency weakly dam
62



modes of the single-integrator consensus system without delays [1,3], are especially detrimental
to stability in presence of delays. In contrast, the graphs whose graph matrix eigenvalues have
relatively larger minimal real parts and smaller maximal modulus tolerate larger delay margins.
The upper bound on the coupling gain in relation to the delay margin should be compared to

the result in [1,3], for one-dimensional single-integrator agents. Note that this section presents
sufficient conditions only while [3] gives necessary and sufficient conditions, albeit for a simpler

ed as a design
strengthens the
ty. Exponential
oth Krasovskii
along the lines

elay-dependent
te, αARþ, is a

ð39Þ

r RFDEs based
en in [36].

conditions of
0, and

ð40Þ

e rate γ=p.

wth assumption
by the spectral
on the spectral
vergence rate in
f Theorem 3.

result for the

ð41Þ
s exponentially
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system. The relation between the two conditions is expounded in Section 7.

6. Synchronization with a prescribed exponential convergence

Motivated by practical considerations where convergence rates are prescrib
requirement, and a convergence result in [9] for delay-free systems, this section
results of Sections 4 and 5 dealing with asymptotic stability to exponential stabili
stability of time-delay systems is studied in [25,36,37,38], to name just a few. B
[37] and Razumikhin [36,38] sufficient conditions are known. Hence, to proceed
of Section 4 one starts with the following definition.

Definition 2. Given a complex retarded functional differential Eq. (13) the d
synchronizing region for exponential stability with a prescribed convergence ra
subset of the complex plane C depending on the delay τ

Scðτ; γÞ ¼ fσAC : AyðtÞ þ σAdyðt�τÞe:s:g
with exponential stability characterized by the prescribed convergence rate.

A sufficient condition for asymptotic stability with exponential convergence rate fo
on Razumikhin stability functions is detailed in the following theorem. Proof is giv

Theorem 6. (Lyapunov–Razumikhin exponential stability result [36]). Let the
Theorem 1 be satisfied with λ‖x‖p ¼ αð‖x‖Þ for some λ40; pAR; pZ1; γ4

d

dt
VðxðtÞÞr�γVðxðtÞÞ if VðxðϑÞÞoVðxðtÞÞeγτ; 8ϑA t�τ; t½ �:

Then the trivial solution, xðtÞ � 0, is exponentially stable with the convergenc

Linear delay differential systems, e.g. Eq. (8), satisfy the spectrum-determined gro
[26,37]. Therefore in case of exponential stability the convergence rate is determined
abscissa. Theorem 6 applied to Eq. (8) provides a Lyapunov–Razumikhin bound
abscissa. The following result guarantees exponential stability with a prescribed con
dependence of delays for the complex Eq. (13). It is considered a stricter version o

Theorem 7. (Lyapunov–Razumikhin delay dependent exponential stability
complex equation). Let the conditions of Theorem 3 be satisfied with

ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τ0jσj2PAdAP1A
TAT

dPþ τ0jσj4PA2
dP2ðA2

dÞTP
þ 2τ0e

2γτ0Po�γP

where γARþ. Then, for given σAC, the trivial solution, xðtÞ � 0, of Eq. (13) i
stable for 0rτrτ0, with convergence rate γ=2.
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Proof. Follows from Theorem 6 and the proof of Theorem 3. With the quadratic Lyapunov–
Razumikhin function one has p¼ 2 in Theorem 6. Provisions (40) of Theorem 6 on the interval
t�2τ; t½ �; VðxðϑÞÞoVðxðtÞÞe2γτ 8ϑA t�2τ; t½ �, applied to the integral terms in Eq. (21), yield the
inequality

d
VðxðtÞÞrx†ðtÞ ðAþ σAdÞ†Pþ PðAþ σAdÞ þ τjσj2PAdAP1A

TAT
dP

�

rgence rate is

esult similar to
al convergence
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dt

þτjσj4PA2
dP2ðA2

dÞTPþ 2τe2γτP
�
xðtÞ

instead of Eq. (22). By the condition (41) of the theorem, for 0rτrτ0

d

dt
VðxðtÞÞr�γVðxðtÞÞ;

thus, according to Theorem 6, completing the proof.

Exponential stability of the transformed model (19) with prescribed conve
sufficient to guarantee the same for the original system (13).

Note that Theorems 6 and 7 reduce to Theorems 1 and 3 in the limit γ-0þ. R
Corollary 1 is obtained if, following [9], one guarantees the prescribed exponenti
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Fig. 1. (a) First state variables, τ¼ 0. (b) Synchronization error, τ¼ 0.
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rate for the delay-free system

ðAþ σAdÞ†Pþ PðAþ σAdÞo�γP:

Then ðAþ σAdÞ†Pþ PðAþ σAdÞ ¼ �γP�Q, for some Q40, and condition (41) of Theorem 7
is satisfied if

ð42Þ
the delay is not

ptotic stability;
is contained in

41) is strongly
orem 7 shows,
he estimates of
urthermore the
that for smaller
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�Qþ τ0jσj2PAdAP1A
TAT

dPþ τ0jσj4PA2
dP2ðA2

dÞTPþ 2τ0e
2γτ0Po0;

which is certainly true given sufficiently small values of τ0. The exact bound on
as simple as Eq. (25) due to the transcendental character of Eq. (42).
Exponential stability with a prescribed convergence rate is stronger than asym

hence the synchronizing region satisfying the prescribed convergence rate (39)
the asymptotic stability synchronizing region for the same time-delay

Scðτ; γÞDScðτÞ:
Due to the exponential terms the exponential synchronizing region estimate (

dependent on the values of delay τ and the prescribed convergence rate γ. As The
the inclusion property (26) with respect to decreasing delays holds naturally for t
prescribed convergence rate exponential stability synchronizing region (41). F
synchronizing region for greater convergence rates γ is necessarily contained in
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Fig. 2. (a) First state variables, τ¼ 0:1137. (b) Synchronization error, τ¼ 0:1137.

65



ones

Scðτ; γ1ÞDScðτ; γ2Þ for γ1Zγ2:

These considerations reflect the robustness of exponential stability in dependence of delays.
Design methodology of Section 5 is applicable verbatim for synchronizing region with a

prescribed exponential convergence rate, Eq. (39). One only needs to consider the algebraic

PÞ ¼ �γP

ptotic stability
ential stability
imilarly as in

2
dP2ðA2

dÞTP

ction reduce to

y stable with a
en the original
aranteed with a
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matrix equation

ATPþ PAþ Q�PBR�1BTPþ τ0ðPAdAP1A
TAT

dPþ PA2
dP2ðA2

dÞTPþ 2e2γτ0

guaranteeing exponential stability for the single-agent system instead of asym
guaranteed by Eq. (28). Then an estimate of the synchronizing region for expon
with the same convergence rate γ but possibly different delays τ follows s
Theorem 4 from the matrix inequality

�Qþ ð1�2ReσÞPBR�1BTPþ ðτjσj2�τ0ÞPAdAP1A
TAT

dPþ ðτjσj4�τ0ÞPA
þ2ðτe2γτ�τ0e

2γτ0 ÞPo0

It should be remarked that for the delay free case, τ¼ 0¼ τ0 results of this se
those reported in [9].

If all the diagonal blocks in Eq. (11), i.e. all the systems (12) are exponentiall
prescribed convergence rate, as guaranteed by the synchronizing region (39), th
system (7) shares the same convergence property. Therefore synchronization is gu
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Fig. 3. (a) First state variables, τ¼ 0:444. (b) Synchronization error, τ¼ 0:444.
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prescribed exponential convergence rate if all the graph matrix eigenvalues are scaled into a
pertaining synchronizing region.

7. Special case of single-integrator agents on undirected graphs

General stability conditions of Section 5 are specialized here to archetypal consensus systems
such systems

K. Hengster-Movric et al. / Journal of the Franklin Institute 352 (2015) 2002–20282022
of one-dimensional single-integrator agents on undirected graphs [1,3,4]. For
necessary and sufficient conditions for stability with delays are given in [3].

Let the system be given as

¼ 1¼ K, and
(5) is given as

ð43Þ

ð44Þ
_xi ¼ axi þ bui;

with a¼ 0, b¼ 1. Furthermore, choose Q¼ 1¼ R in the Riccati Eq. (32) so that P
c¼ 1 guarantee synchronization in the absence of delay. Then the closed loop system

_xiðtÞ ¼ �eiðt�τÞ:
This gives

_δðtÞ ¼ �ðLþ GÞδðt�τÞ;
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Fig. 4. (a) First state variables, τ¼ 0:48. (b) Synchronization error, τ¼ 0:48.
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where Lþ G is the symmetric graph matrix of the underlying undirected communication graph,
which is assumed connected. For system (44) to be asymptotically stably it is necessary and
sufficient that [1,3]

τoπ=2λmaxðLþ GÞ; ð45Þ
The bound (34), with P2 ¼ β2P

�1; β241, in this case gives

ð46Þ

ð47Þ

ering cðLþ GÞ

lluded to in [1]
irected graphs,
topologies by
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ð1�2λjÞ þ τ jλjj4β2 þ 2
� �

o1:

It can be seen that one has

τrmin
j

2λj=ðβ2λ4j þ 2Þ
n o

oπ=2λmaxðLþ GÞ;

where one has to take λjðLþ GÞ41=2. This can always be satisfied by consid
with an appropriate coupling gain absorbed in the graph matrix LþG.

The tradeoff between fast convergence to consensus and robustness to delays, a
by the necessary and sufficient condition (45) for single-integrator agents on und
applies here to guaranteed synchronizing region for LTI agents on directed graph
results of Sections 4 and 5.
Fig. 5. Closed-loop poles, τ¼ 0.
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8. Numerical example

The considered multi-agent system consists of 4 agents having the LTI dynamics

_x¼ 0 1

�1 0

� �
xþ 0

1

� �
u:

pinning gains

design choice
. (31), and the

K. Hengster-Movric et al. / Journal of the Franklin Institute 352 (2015) 2002–20282024
The communication digraph topology is described by its Laplacian matrix and

L¼

2 �1 0 �1

0 1 �1 0

�1 0 1 0

0 �1 �1 2

2
6664

3
7775; G¼ diagð1; 1; 0; 0Þ:

One has that λminðLþ GÞ ¼ 0:3820 and jλmaxðLþ GÞj ¼ 2:6457. For the
Q¼ 0:21I2; R¼ 1 in the Riccati Eq. (32) the local feedback gain matrix, Eq
coupling gain satisfying Eq. (33) follow as

K ¼ 0:1 0:6403
� �

; c¼ 1:34:
Fig. 6. Closed-loop poles, τ¼ 0:1137.
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The nonlinear matrix inequality (34) is solved for P using the standard ARE solver in Matlab
applied in iterations. Given the largest scaled graph matrix eigenvalue magnitude, iterative
procedure is applied for increasing delay values as long as admissible solutions are being
obtained, yielding a delay margin estimate. The found solution equals

P¼ 0:7043 0:1
� �

;

teed to tolerate
his cooperative
algorithm [31]

epicted on the
are also given.
Figs. 1–3a and
namics for the

(7), for above
nly. Poles are
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0:1 0:6403

and the choice P1 ¼ P2 ¼ 1:01P�1 is made. The multi-agent system is then guaran
delays smaller than the delay margin τ0 ¼ 0:1137. The exact delay margin for t
feedback, obtained by spectral domain analysis of the entire system, using QPmR
is found to be τ¼ 0:4445.

Time dependence of first state variable for 4 agents, and the leader, is d
following figures for different delays. Pertinent synchronization error dynamics
One should note that greater delays give slower convergence and poorer transient.
b show stable synchronization dynamics, while Fig. 4a and b shows unstable dy
delay of 0.48.

The poles of respective closed-loop synchronization error systems, Eq.
considered cases are depicted in Figs. 5–8, showing the upper half-plane o
calculated using QPmR algorithm [31].
Fig. 7. Closed-loop poles, τ¼ 0:444.
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9. Concluding remarks

This paper investigates synchronization of multi-agent systems with constant uniform control
delays. Agents are described by general LTI dynamics with delayed controls, which constitute
RFDEs. Classical stability results for RFDEs are applied with modification to complex RFDE
to guarantee a delay-dependent synchronizing region. The guaranteed synchronizing region

ence of delays.
erties from the
st stabilization.
trix equations,
ing region for
, restricting the
ed cooperative
-free case, and
convergence to
ial cooperative

Fig. 8. Closed loop poles, τ¼ 0:48.
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provides sufficient conditions for multi-agent system synchronization in the pres
Furthermore, the synchronizing region approach decouples the single-agent prop
underlying communication graph topology, dealing with graph effects by robu
Following those lines a design procedure is proposed based on algebraic ma
guaranteeing cooperative stability. The guaranteed delay-dependent synchroniz
local feedback gains is found to be bounded in dependence on the delay margin
values of admissible coupling gains. The bounded synchronizing region for delay
feedback is to be contrasted with an unbounded synchronizing region of the delay
compared to results known from the literature on a tradeoff between the rate of
consensus and robustness to delays. Stronger results guaranteeing exponent
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stability with a prescribed convergence rate are presented as a special case. Numerical example
validates the proposed design.
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4.  H∞-OUTPUT REGULATION OF LINEAR HETEROGENEOUS MULTIAGENT SYSTEMS OVER 
SWITCHING GRAPHS 

Farnaz A. Yaghmaie, Kristian Hengster Movric, Frank L. Lewis, Rong Su, Michael Sebek, H∞-output 

regulation of linear heterogeneous multiagent systems over switching graphs, International Journal 

of Robust and Nonlinear Control 28 (13), pp. 3852-3870, 2018 

This paper published in the Wiley’s International Journal of Robust and Nonlinear Control (IF: 

3.856), in 2018, considers a more general class of multi-agent systems, namely those consisting of 

heterogeneous agents, which do not admit a treatment via synchronizing region methods. 

Furthermore, the canonical distributed control problem appropriate for such multi-agent systems 

is output synchronization instead of state synchronization. Following the seminal 2009 paper by 

Wieland, Sepulchre, Allgower, the Internal Model Principle is necessary and sufficient for 

achieving this goal. However, the Internal Model Principle further hints at a general geometrical 

structure of heterogeneous agents that may synchronize over general outputs. This insight is used 

in control design via LMIs for such generalized agents to guarantee an output-synchronization L2 

bound in case of unmodelled disturbances acting on the system. These results are perfectly 

applicable in case of modelled disturbances as well, combining complementary geometrical 

requirements on single-agent structure. 

This chapter analyzes H∞ output regulation of linear heterogeneous multi-agent systems. The agents are subject 

to modeled and unmodeled disturbances and communicate over a switching graph. A sufficient condition that 

guarantees H∞ output regulation is derived for the mentioned setup. This sufficient condition places 

requirements on both the single-agent systems and the switching graph. The requirement on the single-agent 

systems is an H∞ -criterion which should be satisfied by a proper design of the controller. Meanwhile, the 

switching graph needs to be maximally connected. Moreover, an upper bound is derived for the overall L2-gain 

of the output synchronization error with respect to the unmodeled disturbances over a fixed communication 

graph. Technical developments are illustrated by a simulation example. 
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SUMMARY

In this paper we analyze H∞ output regulation of linear heterogeneous multi-agent systems. The agents
are subject to modeled and unmodeled disturbances and communicate over a switching graph. We derive a
sufficient condition that guarantees H∞ output regulation for the mentioned setup. This sufficient condition
places requirements on both the single-agent systems and the switching graph. The requirement on the
single-agent systems is an H∞-criterion which should be satisfied by a proper design of the controller.
Meanwhile, the switching graph needs to be maximally connected. Moreover, we derive an upper bound for
the overall L2-gain of the output synchronization error with respect to the unmodeled disturbances over a
fixed communication graph. We illustrate our technical developments by a simulation example. Copyright
© 2018 John Wiley & Sons, Ltd.

Received . . .

1. INTRODUCTION

Output regulation studies control design schemes for a dynamic system such that the output of the
system tracks a reference trajectory while rejecting the effect of disturbances with known models
[1, 2]. Usually, the dynamics of the reference trajectory and the disturbance model are combined
into a single dynamic model named exo-system in the literature [1, 2]. Recently, output regulation
problem has been studied in multi-agent systems where distributed controllers are designed such
that the outputs of all agents track a common reference trajectory, while the information of the
reference is directly available only to a small group of agents [3]-[4].

One can solve such output regulation problem for linear heterogeneous multi-agent systems by
using the Internal Model Principle (IMP). One possible solution is to incorporate a p-copy of
the internal model of the exo-system, where p is the dimension of the output, to achieve output
synchronization to the exo-system’s output [5, 6, 7, 8, 9]. This idea is used in [5, 6, 7] to study
output regulation of linear heterogeneous agents communicating over an acyclic graph. Also, it is
used in [10] to study output regulation of linear, yet homogeneous, agents over a general graph. The
limiting assumptions of the acyclic graph and the homogeneity of the agents are removed in [8, 9]
which suggest an H∞-criterion to guarantee output regulation of linear heterogeneous agents over

∗Correspondence to: Farnaz Adib Yaghmaie, School of Electrical & Electronic Engineering, 50 Nanyang Avenue,
Singapore 639798. Email: farnaz001@e.ntu.edu.sg. Phone: +65 6790-6042. Fax: +65 6793-3318.

Copyright © 2018 John Wiley & Sons, Ltd.
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a general graph. In [4], it is shown that the IMP is necessary and sufficient for output regulation of
linear heterogeneous agents communicating over a uniformly connected time-varying graph. The
properties of passive systems are used in [3] to prove that the IMP is necessary and sufficient for
output regulation of linear heterogeneous passive agents.

In the aforementioned results, either it is assumed that the agents are not subject to any
disturbances at all [4, 6, 7], or only modeled disturbances are considered [5, 8, 9]. However, in
practice, the agents are subject to both modeled and unmodeled disturbances where the dynamics
of unmodeled disturbance is unknown. Because of unmodeled disturbances, the IMP alone cannot
be used for disturbance rejection and H∞ control methods are required. A significant part of the
research onH∞ control for multi-agent systems refers toH∞ state synchronization of homogeneous
agents using state-feedback [11, 12] or output-feedback [13]. In fact, considering homogeneous
agents, one can use a similarity transformation to bring the overall system of all agents into a
block diagonal/triangular form which simplifies the analysis of H∞ control [11, 12, 13]. Such a
transformation is not applicable to systems of heterogeneous agents.

In this paper, we study the problem of H∞ output regulation of linear heterogeneous agents
over switching graphs, where the agents are subject to both modeled and unmodeled disturbances.
This problem is challenging for two reasons. The first reason is related to the heterogeneity of the
agents. Due to the heterogeneity of agents, we cannot use the similarity transformation as it is used
in [11, 12, 13] to bring the overall system into a block diagonal/triangular form. We emphasize
that this approach significantly simplifies the analysis of H∞ control for homogeneous agents.
The second reason is related to the switching nature of the graph. Considering switching graphs,
one needs to prove L2-stability for a linear system with switching dynamics which is not simply
equivalent to closed-loop stability. Indeed, one needs to obtain a condition to guarantee L2-stability.
Comparing with few results on H∞ output regulation of linear heterogeneous agents [14, 15, 16],
the communication graph in [14, 15] is fixed and the switching graph in [16] can only change over
a fixed set of topologies containing spanning trees.

This paper has two main contributions. Firstly, we consider a group of heterogeneous agents
in contrast to the homogeneous agents considered in [11, 12, 13]. We assume that the agents are
subject to both modeled and unmodeled disturbances and aim to achieve H∞ output regulation in
comparison with [4, 9, 8] which do not consider unmodeled disturbances. Secondly, we allow the
agents to communicate over a general class of switching graphs. In comparison, [14, 15] do not
consider switching graphs and the switching graphs in [16] can change only over a set of topologies
containing spanning trees. We do not need those assumptions in our paper. We propose to achieve
these two objectives using the simplest form of the controller which is a static distributed output-
feedback controller in a general framework without requiring limiting assumptions like acyclic
graph [5, 6, 7], homogeneity [10, 11, 12] or passivity of the agents [3].

The rest of the paper is organized as follows: Section 2 discusses notation conventions and
reviews preliminaries. Section 3 defines theH∞ output regulation problem and brings the necessary
assumptions. Section 4 studies H∞ output regulation over fixed graphs and computes an upper
bound on the overall L2-gain of the output synchronization error with respect to unmodeled
disturbances. Section 5 studies H∞ output regulation over switching graphs. Section 6 contains
a simulation example and Section 7 concludes the paper.

2. PRELIMINARIES

2.1. Notation

The following notation will be used throughout this paper. Let Rn×m be the set of n×m real
matrices. In denotes the identity matrix of dimension n× n. We drop the subscript and denote the
identity matrix with I when there is no ambiguity. 1N is an N column vector of 1 and 0 denotes
a matrix of zeros with compatible dimensions. The Kronecker product of two matrices A and B
is denoted by A⊗B. The positive (semi) definiteness constraint on the matrix P is expressed
as (P ≥ 0) P > 0. The matrix A = [aij ] is nonnegative if aij ≥ 0, ∀i, j. Let Ai ∈ Rni×mi for

Copyright © 2018 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (2018)
Prepared using rncauth.cls DOI: 10.1002/rnc
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i = 1, ..., N , where N is a positive integer. The operator Diag
1:N
{Ai} is then defined as

Diag
1:N
{Ai} =


A1 0 . . . 0
0 A2 . . . 0
... 0

. . .
...

0 0 . . . AN

 . (1)

The maximum singular value of a matrixA is denoted by σ(A) and its kernel is denoted byKer(A).
An eigenvalue of a square matrix A is denoted by λi(A). The spectrum of matrix A is denoted by
Spec(A) = {λi(A)} and its spectral radius is denoted by ρ(A) = max {|λi(A)|}. The determinant
of a square matrix A is denoted by Det(A). The a modulo n is denoted by mod(a, n). The inverse
Laplace transform is denoted by L−1(.).

2.2. Lp-norm, Lpe-norm and Lp-gain

The following concepts and definitions are taken from [17]. For p ∈ [1,+∞), let Lp = Lnp [0,+∞)
denote the space of functions a(t) ∈ Rn such that t→ |a(t)|p is integrable over [0,+∞), where
|a(t)| is the instantaneous Euclidean norm of the vector a(t). The Lp-norm of a(t) ∈ Lnp [0,+∞) is
defined as

‖a(t)‖Lp
=

(∫ ∞
0

|a(τ)|pdτ
)1/p

< +∞.

Let Lpe = Lnpe[0, T ] denote the space of functions b(t) ∈ Rn such that t→ |b(t)|p is integrable over
[0, T ], ∀T <∞. The Lpe-norm of b(t) ∈ Lnpe[0, T ] is defined as

‖b(t)‖Lpe
=

(∫ T

0

|b(τ)|pdτ

)1/p

< +∞.

Clearly, Lnp ⊂ Lnpe. Given the system G : Lnpe → Lmpe, the Lp-gain of G is denoted by βp(G) and is
defined as

βp(G) = sup
T≥0

sup
x6=0

‖G(x)‖Lpe

‖x‖Lpe

. (2)

The following technical results are in order.

Lemma 1 (modified version of Theorem 12 of [17])
Consider the following system

ri =

N∑
j=1

Hij(ej)

ei = fi(ri) + gi(ωi)

(3)

where ωi ∈ Lmipe . Suppose all operators fi : Lnipe → Lnipe, gi : Lmipe → Lnipe have finite Lp-gains.
Assume that Hij : Lnjpe → Lnipe is a linear operator and βp(Hijfj), βp(Hijgj) are finite for all i, j.
Define the test matrix Q1 = [q1ij ] by

q1ij = βp(Hijfj).

Then the system (3) is Lp-stable if ρ(Q1) < 1.

Proof
By definition of βp(Hijfj) and βp(Hijgj), there exist finite constants bij and cij such that

‖Hijfj(rj)‖Lpe
≤ βp(Hijfj)‖rj‖Lpe

+ bij ,

‖Hijgj(ωj)‖Lpe
≤ βp(Hijgj)‖ωj‖Lpe

+ cij .

Copyright © 2018 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (2018)
Prepared using rncauth.cls DOI: 10.1002/rnc
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Taking norm in (3) and applying the above result

‖ri‖Lpe ≤
N∑
j=1

‖Hij(ej)‖Lpe ≤
N∑
j=1

(‖Hijfj(rj)‖Lpe + ‖Hijgj(ωj)‖Lpe)

≤
N∑
j=1

(βp(Hijfj)‖rj‖Lpe
+ βp(Hijgj)‖ωj‖Lpe

) + τi,

(4)

where τi =
∑N

j=1(bij + cij). Define the total vectors

r̄ = [‖r1‖Lpe
, ..., ‖rN‖Lpe

]T , ω̄ = [‖ω1‖Lpe
, ..., ‖ωN‖Lpe

]T , τ = [τ1, ..., τN ]T

and let Q2 = [q2ij ], q2ij = βp(Hijgj) Then (4) reads

(IN −Q1)r̄ ≤ Q2ω̄ + τ.

Since ρ(Q1) < 1, all leading principal minors of IN −Q1 are positive and we have that (IN −
Q1)−1 contains all nonnegative elements (Lemmas 8 and 9 of [17])

r̄ ≤ (IN −Q1)−1Q2ω̄ + (IN −Q1)−1τ

and hence, the Lp stability is guaranteed if ρ(Q1) < 1.

Lemma 2 ([9], Lemma 7)
Let Q = [Qij ] with Qij ∈ Cni×nj where Cni×nj is the set of ni × nj complex matrices. Let
Q̃ = [‖Qij‖] be its block-norm matrix. Then, ρ(Q) ≤ ρ(Q̃).

Lemma 3 ([9], Lemma 8)
Let Q be any nonnegative matrix and Θ = Diag

1:N
{θi} be a positive definite diagonal matrix. Then

ρ(ΘQ) ≤ maxi θiρ(Q).

Lemma 4 ([18], Corollary 8.1.19)
Let A = [aij ] and B = [bij ] be nonnegative square matrices with compatible dimensions. If aij ≤
bij , ∀i, j then, ρ(A) ≤ ρ(B).

Lemma 5 ([19], Lemma 4.2-Barbalat’s Lemma)
If a(t) ∈ Lp[0,+∞) for some p = [1,+∞) and ȧ(t) ∈ L∞, then limt→+∞ a(t) = 0.

2.3. Graph theory

Given a piece-wise constant switching signal σ : [0,+∞)→ P = {1, ..., %} and a set of % time-
invariant graphs Ḡi = (V̄ , Ēi), i = 1, ..., %, we define an augmented switching graph Ḡσ(t) =
(V̄ , Ēσ(t)) ∈ {Ḡi|i = 1, ..., %} with a finite set of N + 1 nodes V̄ = {v0, v1, ..., vN} and Ēσ(t) ⊆
V̄ × V̄ . The node v0 is associated with the leader and the nodes vi are associated with followers
i, i = 1, ..., N .

Let Gσ(t) = (V, Eσ(t)) be a subgraph of Ḡσ(t) where V = {v1, ..., vN} and Eσ(t) ⊆ V × V is
obtained from Ēσ(t) by removing all edges between node v0 and the nodes in V . Let Eσ(t) = [αij(t)]
be the adjacency matrix of Gσ(t) with αij(t) = 1 if (vj , vi) ∈ Eσ(t), i, j ∈ {1, ..., N} and αij(t) = 0
otherwise. Let Gσ(t) = Diag

1:N
{gi(t)} be the pinning matrix with gi(t) = 1 if there exists a link from

v0 to vi at time t and gi(t) = 0 otherwise. The graph is simple, i.e. αii(t) = 0, i = 1, ..., N .
A directed path from node vi to node vj is a sequence of edges joining vi to vj . If there exists

a directed path from node vi to node vj then it is said that node vi is reachable from vj . The set
of neighbors of node vi is Ni(t) = {vj : (vj , vi) ∈ Eσ(t)}. For graph Gσ(t), the in-degree matrix
Dσ(t) is a diagonal matrix Dσ(t) = Diag

1:N
{di(t)} with di(t) =

∑
j∈Ni

αij(t). The laplacian matrix

for graph Gσ(t) is defined as Lσ(t) = Dσ(t) − Eσ(t). A graph Gσ(t) is strongly connected if there

Copyright © 2018 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (2018)
Prepared using rncauth.cls DOI: 10.1002/rnc

78



H∞ OUTPUT REGULATION OF HETEROGENEOUS LINEAR MULTI-AGENT SYSTEMS 5

exists a path from vi to vj for all vi, vj ∈ V . If the initial and the terminal nodes of a path are the
same, the path is called a cycle. A graph without any cycle is named an acyclic graph. A directed
graph is a connected directed tree if every node except one node, called the root, has in-degree equal
to one. The root node has its in-degree equal to zero. A graph has a spanning tree if there exists a
directed tree containing every node in V . A graph is complete if there exists a directed edge between
any two nodes vi, vj ∈ V, vi 6= vj .

3. SYSTEM DESCRIPTION AND THE CONTROL PROBLEM

Consider a set of N + 1 heterogeneous agents with N followers given as LTI systems

ẋi = Aixi +Biui +Qid+ Piωi, (5)
yi = Cixi +Hid, (6)
zi = Dixi + Jid, (7)

in which xi ∈ Rni , yi ∈ Rp, zi ∈ Rq and ui ∈ Rmi denote the state, the synchronization output,
the measured output and the control signal for follower i = 1, ..., N . All followers are subject to
disturbances, where, d ∈ Rnd denotes a modeled disturbance whose model is given by

ḋ = Sd, (8)

and ωi ∈ Lri2e[0, T ] denotes an unmodeled disturbance. The leader’s dynamics is given by

ξ̇0 = Xξ0, (9)
y0 = R1ξ0, (10)
z0 = R2ξ0, (11)

The ξ0 ∈ Rl, y0 ∈ Rp and z0 ∈ Rq denote the state, the synchronization output and the measured
output of the leader. The motivation behind introducing two outputs yi, zi is to achieve
synchronization in outputs yi, by communicating the measured outputs zi where q ≤ p hence
decreasing the communication burden.

We suggest a distributed static output-feedback controller of the following form

ui = Kiezi, (12)

ezi =
∑

j∈Ni(t)

αij(t)(zj − zi) + gi(t)(z0 − zi), (13)

where ezi is the local neighborhood error in z-outputs and Ki ∈ Rmi×q. To reject the effect of the
modeled disturbance, the output regulation controller usually contains a term Lid, which would add
the term BiLid to the agent’s dynamics in (5). Here, we assume that the resulting term BiLi is
absorbed in the matrix Qi and we only consider a pure distributed output-feedback control (13).
The necessary condition for the rejection of the modeled disturbance is then given in terms of the
matrix Qi in the next subsection.

Define the y-output synchronization error and the z-output synchronization error as

δyi = yi − y0, (14)
δzi = zi − z0. (15)

Let x = [xT1 , ..., x
T
N ]T , y = [yT1 , ..., y

T
N ]T , z = [zT1 , ..., z

T
N ]T , ω = [ωT1 , ..., ω

T
N ]T , δy = [δTy1, ..., δ

T
yN ]T

and δz = [δTz1, ..., δ
T
zN ]T denote the overall vectors of xi, yi, zi, ωi, δyi and δzi respectively. Then,

the overall closed-loop system of all followers, their controllers, the modeled disturbance and the
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leader is given by the following

ẋ = Aclx+Bclξ0 +Qcld+ Pclω,

ḋ = Sd,

ξ̇0 = Xξ0,

δy = Cclx+Hcld− 1N ⊗R1ξ0,

δz = Dclx+ Jcld− 1N ⊗R2ξ0,

(16)

where

Acl = Diag
1:N
{Ai} −Diag

1:N
{BiKi}((Lσ(t) +Gσ(t))⊗ Iq)Diag

1:N
{Di},

Bcl = Diag
1:N
{BiKi}((Lσ(t) +Gσ(t))⊗ Iq)1N ⊗R2,

Qcl = [QT1 , ..., Q
T
N ]T −Diag

1:N
{BiKi}((Lσ(t) +Gσ(t))⊗ Iq)[JT1 , ..., JTN ]T ,

Ccl = Diag
1:N
{Ci}, Dcl = Diag

1:N
{Di}, Pcl = Diag

1:N
{Pi},

Hcl = [HT
1 , ...,H

T
N ]T , Jcl = [JT1 , ..., J

T
N ]T .

Usually, the dynamics of the reference trajectory (leader in this paper) and the modeled disturbance
are merged together into a single exo-system

ẋ0 =

[
S 0
0 X

]
x0, x0 = [dT , ξT0 ]T . (17)

Now, we define the H∞ output regulation problem.

Problem 1
Consider a group ofN + 1 heterogeneous LTI systems defined by (5-11). Design the feedback gains
Ki such that with (12), the closed-loop system of (5-11) achieves the following properties:

1. For ω ≡ 0 and x0 ≡ 0, the origin of the system ẋ = Aclx is asymptotically stable.
2. For ω ≡ 0, we have δy → 0 as t→ +∞ for all initial conditions x0(0).
3. For ω ∈ L2e and T < +∞ ∫ T

0
|δy|2dt∫ T

0
|ω|2dt

< +∞. (18)

Properties 1-2 define the output regulation problem [20, 1] in absence of unmodeled disturbance;
i.e. ω ≡ 0. Property 1 states that the origin of the overall closed-loop system (16) needs to be
exponentially stable when the exo-system’s state is identically zero. Property 2 means that when the
exo-system is present, the multi-agent system achieves output synchronization to the output of the
exo-system. Property 3 concerns withH∞-output regulation in presence of unmodeled disturbances.

3.1. Necessary assumptions for output regulation

We make the following assumptions throughout this paper.

Assumption 1
The leader’s dynamics X in (9) does not have any strictly stable poles.

Assumption 2
The triple (Ai, Bi, Di) is output-feedback stabilizable.
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H∞ OUTPUT REGULATION OF HETEROGENEOUS LINEAR MULTI-AGENT SYSTEMS 7

Assumption 1 means that the leader generates a reference trajectory which does not converge to
zero. We make Assumption 1, without loss of generality (Remark 1.3 of [1] and [4]), to exclude
the trivial case of synchronization to zero. This case is trivial because the agents do not need
to cooperate to achieve synchronization to zero. Note that the modes associated with the stable
eigenvalues of X would decay to zero and have no permanent effect on the asymptotic behavior of
the leader. Note also that a leader satisfying Assumption 1 can generate a large class of reference
trajectories, such as a combination of step, ramp and parabolic functions which are of interest in
applications. Assumption 2 is the standard assumption of output-feedback stabilizability of the triple
(Ai, Bi, Di). It means that it is possible to stabilize the pair (Ai, Bi) by an output feedback with Di.
This assumption is necessary for designing a stabilizing output-feedback.

According to Lemma 1.4 of [1], the closed-loop system (16) achieves y-output synchronization
to the y-output of the leader in (9-11) for ω ≡ 0 only if there exists an invariant subspace for the
closed-loop system (16) where yi = y0, i = 1, ..., NAcl Qcl Bcl

0 S 0
0 0 X

Π1 Π2

Ind
0

0 Il

 =

Π1 Π2

Ind
0

0 Il

[S 0
0 X

]
, (19)

[
Ccl 0 0

]Π1 Π2

Ind
0

0 Il

 =
[
−Hcl 1N ⊗R1

]
, (20)

where Π1 ∈ R
∑N

i=1 ni×nd , Π2 ∈ R
∑N

i=1 ni×l. If this invariant subspace also satisfies the z-output
synchronization condition, then

[
Dcl 0 0

]Π1 Π2

Ind
0

0 Il

 =
[
−Jcl 1N ⊗R2

]
. (21)

The above equations (19)-(21) read[
AclΠ1 +Qcl AclΠ2 +Bcl

]
=
[
Π1S Π2X

]
,[

CclΠ1 CclΠ2

]
=
[
−Hcl 1N ⊗R1

]
,[

DclΠ1 DclΠ2

]
=
[
−Jcl 1N ⊗R2

]
.

(22)

Using the last equation in (22), the first equation in (22) is simplified to[
Diag

1:N
{Ai}Π1 + [QT1 , ..., Q

T
N ]T Diag

1:N
{Ai}Π2

]
=
[
Π1S Π2X

]
. (23)

Let Π1 = [ΠT
11,Π

T
12, ...,Π

T
1N ] and Π2 = [ΠT

21,Π
T
22, ...,Π

T
2N ], where Π1i ∈ Rni×nd and Π2i ∈ Rni×l.

Hence, a set of necessary assumptions for y-output synchronization and z-output synchronization is
given by Assumptions 1-2 and the following.

Assumption 3
For each i = 1, ..., N , there exist Π1i ∈ Rni×nd and Π2i ∈ Rni×l such that

AiΠ1i +Qi = Π1iS, AiΠ2i = Π2iX,

CiΠ1i = −Hi, CiΠ2i = R1,

DiΠ1i = −Ji, DiΠ2i = R2, i = 1, ..., N. (24)

3.2. Coordinate transformations

In this subsection, we introduce two coordinate transformations. The first one decouples the agent’s
dynamics from the modeled disturbance and the second transformation reveals the shared invariant
subspace of the agents which allows synchronization to the leader.
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8 F. ADIB YAGHMAIE et al.

Let (24) hold. Introduce a new variable δdi = xi −Π1id. Then the dynamics of δdi and the output
synchronization errors δyi, δzi read

δ̇di = ẋi −Π1iḋ = Aixi +Biui +Qid+ Piωi −Π1iSd

= Aixi +Biui +Qid+ Piωi −AiΠ1id−Qid
= Aiδdi +Biui + Piωi,

δyi = Cixi +Hid−R1ξ0 = Ci(xi −Π1id) + (Hi + CiΠ1i︸ ︷︷ ︸
0

)d−R1ξ0

= Ciδdi −R1ξ0,

δzi = Dixi + Jid−R2ξ0 = Di(xi −Π1id) + (Ji +DiΠ1i︸ ︷︷ ︸
0

)d−R2ξ0

= Diδdi −R2ξ0.

(25)

The dynamics of the new variable δdi is completely independent of the modeled disturbance d.
Moreover, the output synchronization errors δyi, δzi can be completely expressed without d. It
means that the agent’s dynamics in the new coordinates can be considered independent of the
modeled disturbance d. This is a direct result of the necessary assumptions on the left-hand side
of the output regulation equations in (24).

According to the top-right equation in (24), each single-agent dynamics Ai, i = 1, ..., N has an
invariant subspace which is spanned by columns of Π2i ∈ Rni×l. Supplement the columns of Π2i

by a set of linearly independent columns of Ψi ∈ Rni×(ni−l) to form a complete basis of the single-
agent state space Rni . Then in such basis, one has the transformed state [ξTi , ν

T
i ]T ∈ Rni .

δdi =
[
Π2i Ψi

] [ξi
νi

]
= Ti

[
ξi
νi

]
, (26)

with (24) generally leading to

T−1
i AiTi =

[
X Fi
0 Mi

]
. (27)

Define x̄i = [δTξi, ν
T
i ]T , where δξi = ξi − ξ0. Then the closed-loop dynamics of system (5) in the

transformed coordinates equals

˙̄xi = Âix̄i + B̂iui + P̂iωi,

δyi = yi − y0 = Ĉix̄i,

δzi = zi − z0 = D̂ix̄i,

ui = Ki

 ∑
j∈Ni(t)

αij(t)(D̂j x̄j − D̂ix̄i)− gi(t)D̂ix̄i

 ,

(28)

where

Âi := T−1
i AiTi =

[
X Fi
0 Mi

]
, B̂i := T−1

i Bi, P̂i := T−1
i Pi,

Ĉi := CiTi =
[
R1 CiΨi

]
, D̂i := DiTi =

[
R2 DiΨi

]
.

(29)

The description of the system in the new coordinates will be useful in designing the controller as
detailed in the following section.

Remark 1
In this paper, we use the coordinate transformation to transform the agent’s dynamics into the part
which is shared between the agents and the leader, (denoted by X in this paper), and the unshared
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part. We use this transformation to studyH∞ output regulation of linear heterogeneous agents where
the agents are subject to both modeled and unmodeled disturbances and they communicate over a
switching graph. Such a transformation is also used in [21, 22] to study output regulation; however,
[21, 22] do not consider modeled and unmodeled disturbances and the communication graph in [22]
is static.

4. H∞ OUTPUT REGULATION OVER A STATIC GRAPH

In this section we analyzeH∞ output regulation over a static graph Ḡ = (V̄ , Ē) and as such, we drop
the time variable t from all expressions in this section. We obtain a single-agent sufficient condition
that guarantees H∞ output regulation and derive an upper bound for the overall L2-gain of y-output
synchronization error with respect to the disturbance ω. At the end of this section, we show how to
design the controller gains such that the sufficient condition is indeed satisfied.

4.1. Single-agent sufficient condition for output regulation in absence of ω-disturbances

This subsection gives a single-agent sufficient condition for output regulation in the absence of
ω−disturbances. We show how to satisfy this sufficient condition by either specifying the structure
of matrix Ai as detailed in this subsection, or a proper design of the controller gain Ki, as detailed
in subsection 4.3. The interest in the specific structure of Ai is motivated by existing results in
distributed output regulation [7, 8, 9, 23, 5], which incorporate a p-copy model of X by some
hierarchical structure and suggest a state-feedback or an output-feedback. In contrast, we do not
incorporate a p-copy of the leader but instead, we find a structure of the drift dynamics Ai; namely
Fi and Mi in (27).

For the developments of this section, we use a simple redefinition of the feedback gain. For a
graph Ḡ = (V̄ , Ē), define the normalized adjacency matrix as Zg = [

αij

di+gi
] where (di + gi) is the

normalizing factor of node i. Redefine the control gain as K̂i := (di + gi)Ki. Hence the control
(12) can be written as

ui = Ki

(∑
j∈Ni

αij(zj − zi) + gi(z0 − zi)

)

= Ki(di + gi)

(∑
j∈Ni

αij
di + gi

(zj − zi) +
gi

di + gi
(z0 − zi)

)

= K̂i

(∑
j∈Ni

αij
di + gi

(zj − zi) +
gi

di + gi
(z0 − zi)

)
Hence, we design K̂i and assume that the agents communicate over a graph with normalized edge
weights. Note that one can always compute the matrix Ki from Ki = 1

di+gi
K̂i locally. Define

Aci := Âi − B̂iK̂iD̂i, A
n
i :=

[
X 0
0 0

]
− B̂iK̂iD̂i, C

n
i :=

[
0 Ini−l

]
, Lni :=

[
Fi
Mi

]
. (30)

Theorem 1
Consider a group of linear heterogeneous systems defined in (5-11). Let the static augmented
communication graph Ḡ = (V̄ , Ē) contain a spanning tree with the leader as its root node. Let
Assumptions 1-3 hold. If the controller gains K̂i are selected such that

‖D̂i(sI −Aci )−1B̂iK̂i‖∞ <
1

ρ(Zg)
= γz, (31)

for i = 1, ..., N , then the ω−disturbance-free system (5-11) achieves y-output regulation and there
exists a 0 < γi < +∞ such that

‖Ĉi(sI −Aci )−1P̂i‖∞ < γi, i = 1, ..., N. (32)
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10 F. ADIB YAGHMAIE et al.

Proof
First note that by output-feedback stabilizability of (Ai, Bi, Di) in Assumption 2, the transformed
triple (Âi, B̂i, D̂i) is output-feedback stabilizable and the pairs (Âi, B̂i) and (Âi, D̂i) are stabilizable
and detectable respectively. As a result, one can show that (Aci , B̂i) and (Aci , D̂i) are stabilizable and
detectable. Set ωi ≡ 0, i = 1, ..., N . Then, the overall closed-loop system of (28) reads

˙̄x = (Ā− B̄Diag
1:N
{Ki}((L+G)⊗ Iq)D̄)x̄ =

(
Ā− B̄K̄((IN − Zg)⊗ Iq)D̄

)
x̄ = Aovx̄,

δy = C̄x̄,
(33)

where x̄ = [x̄T1 , ..., x̄
T
N ]T and

Ā := Diag
1:N
{Âi}, B̄ := Diag

1:N
{B̂i}, C̄ := Diag

1:N
{Ĉi}, D̄ := Diag

1:N
{D̂i}, K̄ := Diag

1:N
{K̂i}.

Now we prove that if (31) holds, the ω−disturbance-free system achieves y-output regulation. That
is: 1. Acl is strictly stable and 2. δy → 0 as t→∞ according to properties 1-2 in Problem 1.

1. Aov = T−1AclT , where T = Diag
1:N
{Ti}, with Ti from (26), is the similarity transformation.

The characteristic equation of Acl denoted by ∆ reads

∆ = Det(sI −Acl) = Det(sI − T−1AclT ) = Det(sI −Aov)
=Det(sI − Ā+ B̄K̄D̄ − B̄K̄(Zg ⊗ Iq)D̄)

=Det(sI − (Ā− B̄K̄D̄))Det(I − D̄(sI − Ā+ B̄K̄D̄)−1B̄K̄(Zg ⊗ Iq))
=Det(Diag

1:N
{sI −Aci})DetF(s),

where F(s) = I − F22(s)(Zg ⊗ Iq), F22(s) = Diag
1:N
{Fi22(s)} and Fi22(s) = D̂i(sI −

Aci )
−1B̂iK̂i.

The stability of F(s) = I − F22(s)(Zg ⊗ Iq) in a small gain sense implies that all poles of
Fi22(s) are stable. Because of stabilizability and detectability of (Aci , B̂i) and (Aci , D̂i), we
can then also conclude that all λ(Aci ) have negative real parts. Hence, if we can prove the
stability of F(S) in the small gain sense, then we can conclude that Aov is stable; i.e. Acl is
stable. By the small gain theorem, F(s) is asymptotically stable if ρ(F22(s)(Zg ⊗ Iq)) < 1.
Using Lemmas 2-3, ρ(F22(s)(Zg ⊗ Iq)) ≤ maxi ‖Fi22‖∞ρ(Zg). Hence, if (31) holds for
i = 1, ..., N , then Acl is stable.

2. Since Aov in (33) is strictly stable, then δy → 0 as t→∞ and the ω−disturbance-free system
(5-11) achieves y-output regulation.

Next, we prove that (32) holds. According to Theorem 6.4 of [24], an LTI system with a Hurwitz
system matrix, is finite-gain L2-stable. The condition (31) guarantees asymptotic stability of Aci for
i = 1, ..., N and as a result, there exists a 0 < γi <∞ for i = 1, ..., N such that (32) holds.

The next theorem suggests a structure of the drift dynamics Âi that guarantees (31).

Theorem 2
Consider a group of linear heterogeneous systems defined in (5-11). Let the static augmented
communication graph Ḡ = (V̄ , Ē) contain a spanning tree with the leader as its root node. Let
Assumptions 1-3 hold. Given K̂i for i = 1, ..., N , assume that PLi > 0 and σi > 0 form a feasible
solution to the following LMI[

(Ani )TPLi + PLi A
n
i − σi(Cni )TCni + D̂T

i D̂i PLi B̂iK̂i

K̂T
i B̂

T
i P

L
i −γ2

zIq

]
< 0. (34)
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Then, the ω−disturbance-free system (5-11) achieves y-output regulation if the following structure
is imposed on the drift dynamics of each agent

Lni =

[
Fi
Mi

]
= −σi

2
(PLi )−1(Cni )T . (35)

Proof
According to Theorem 1, the ω−disturbance-free system (5-11) achieves y-output regulation if (31)
is satisfied. According to [25], the norm condition (31) is equivalent to[

(Âi − B̂iK̂iD̂i)
TPLi + PLi (Âi − B̂iK̂iD̂i) + D̂T

i D̂i PLi B̂iK̂i

K̂T
i B̂

T
i P

L
i −γ2

zIq

]
< 0

or [
(Ani + Lni C

n
i )TPLi + PLi (Ani + Lni C

n
i ) + D̂T

i D̂i PLi B̂iK̂i

K̂T
i B̂

T
i P

L
i −γ2

zIq

]
< 0.

Introducing Y i = PLi L
n
i , the above inequality reads[

(Ani )TPLi + PLi (Ani ) + Y iCni + (Y iCni )T + D̂T
i D̂i PLi B̂iK̂i

K̂T
i B̂

T
i P

L
i −γ2

zIq

]
< 0.

Considering σi > 0 the above inequality is equivalent to (34) if Lni is selected as in (35).

Remark 2
One can easily see that Mi resulting from (35) is negative definite. Let

QLi = (PLi )−1 =

[
QLi11 QLi12

(QLi12)T QLi22

]
.

Based on (35), Mi = −σi

2 Q
L
i22. Since QLi22 is positive definite, the resulting Mi is necessarily

negative definite and strictly stable. This explains that the unshared dynamics of the agents which is
parameterized by νi should be strictly stable for a possible y-output regulation.

Remark 3
In contrast to [7, 5, 6], which assume an acyclic graph in order to transform the resulting system
matrix Aov to an upper block triangular form, here we drop that limiting assumption by using the
small gain theorem to prove the asymptotic stability of the overall system matrix Aov. Our general
result in Theorem 1 (the norm condition (31)) contains the special case of acyclic graphs reported
in [7, 5, 6]. Corollary 1 shows that for acyclic graphs, the norm condition in (31) reduces to the
asymptotic stability of the single-agent system’s matrix Aci .

Corollary 1
Consider a group of linear heterogeneous systems defined in (5-11). Let the static augmented
communication graph Ḡ = (V̄ , Ē) be acyclic and contain a spanning tree with the leader as its
root node. Let Assumptions 1-3 hold. Assume that the controller gains K̂i are selected such that
the matrices Aci are Hurwitz for i = 1, ..., N . Then, the ω−disturbance-free system (5-11) achieves
y-output regulation.

Proof
For an acyclic graph ρ(Zg) = 0 ([9]) and the condition (31) in Theorem 1 reduces to the
boundedness of ‖D̂i(sI −Aci )−1B̂iK̂i‖ which is guaranteed by asymptotic stability of Aci . Note
that we can always select K̂i to make Aci stable by Assumption 2.
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Figure 1. The representation of the overall closed-loop system of (28)

4.2. Calculation of the overall L2-gain

In this subsection we prove that the sufficient condition (31) is also sufficient for H∞ y-output
regulation when ω−disturbances are present and we calculate an upper bound for the overall L2-
gain. Figure 1 schematically represents the overall closed-loop system of (28). Let

F11(s) = Diag
1:N
{Ĉi(sI −Aci )−1P̂i}, F12(s) = Diag

1:N
{Ĉi(sI −Aci )−1B̂iK̂i},

F21(s) = Diag
1:N
{D̂i(sI −Aci )−1P̂i}, F22(s) = Diag

1:N
{D̂i(sI −Aci )−1B̂iK̂i}.

Then the transfer function from input ω to δy, denoted by Ftot(s), is

Ftot(s) = F11(s) + F12(s)(Zg ⊗ Iq)(I − F22(s)(Zg ⊗ Iq))−1F21(s).

Let Ftot(s)(i, :) denote the transfer function from input ω to δyi which is given by the ith block row
of dimension p of Ftot(s).

Theorem 3
Consider a group of linear heterogeneous systems defined in (5-11). Let the static augmented
communication graph Ḡ = (V̄ , Ē) contain a spanning tree with the leader as its root node. Let
Assumptions 1-3 hold. Assume that the controller gains K̂i are selected such that (31) holds for
i = 1, ..., N . Then,

1. The system of (5-11) achieves H∞ y-output regulation.
2. An upper bound for the L2-gain of δy with respect to ω is given by

L = γ11 + γ12σ̄(Zg)γ22γ21, (36)

γ11 = max
i
γi, γ12 = max

i
‖Ĉi(sI −Aci )−1B̂iK̂i‖∞, (37)

γ21 = max
i
‖D̂i(sI −Aci )−1P̂i‖∞, γ22 = ‖(I − F22(s)(Zg ⊗ Iq))−1‖∞.

3. An upper bound for the L2-gain of δyi with respect to ω is given by

Li = ‖Ftot(s)(i, :)‖∞. (38)

Proof
The proof contains three parts.
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1. According to small gain-theorem, a sufficient condition for the L2 stability of the Ftot(s)
is ρ(F22(s)(Zg ⊗ Iq)) < 1. Using Lemmas 2-3, ρ(F22(s)(Zg ⊗ Iq)) ≤ maxi ‖D̂i(sI −
Aci )
−1B̂iK̂i‖∞ρ(Zg). Hence, if (31) is satisfied, then Ftot(s) is L2-gain stable.

2. Next, we obtain an upper bound for the L2-gain of the y-output synchronization error δy with
respect to ω

‖Ftot(s)‖∞ ≤‖F11(s)‖∞ + ‖F12(s)‖∞σ(Zg)‖(I − F22(s)(Zg ⊗ Iq))−1‖∞‖F21(s)‖∞
≤max

i
‖Ĉi(sI −Aci )−1P̂i‖∞ + max

i
‖Ĉi(sI −Aci )−1B̂iK̂i‖∞σ(Zg)×

‖(I − F22(s)(Zg ⊗ Iq))−1‖∞max
i
‖D̂i(sI −Aci )−1P̂i‖∞.

According to (32), ‖Ĉi(sI −Aci )−1P̂i‖∞ < γi. By Theorem 1 and Theorem 5.4 of [24],
γ12, γ21 and γ22 exist and (36) follows.

3. The L2-gain of δyi with respect to ω is given by the H∞-norm of the transfer function from
input ω to δyi which is ‖Ftot(s)(i, :)‖∞.

4.3. Controller design

According to Theorem 3, (31) is a single-agent sufficient condition that guarantees H∞-output
regulation. In this section we will show how to design the matrix K̂i such that (31) indeed holds.
Define

Ξi =

ÂTi PLi + PLi Âi 0 D̂T
i

0 −γ2
zIq 0

D̂i 0 −Iq

 , Ξyi =

ÂiQLi +QLi Âi 0 QLi D̂
T
i

0 −γ2
zIq 0

D̂iQ
L
i 0 −Iq

 , (39)

Ui =
[
−D̂i Iq 0

]
, Vi =

[
B̂Ti P

L
i 0 0

]
= YiEi, Yi =

[
B̂Ti 0 0

]
, (40)

Ei =

PLi 0 0
0 Iq 0
0 0 Iq

 . (41)

Theorem 4
Let WUi , WVi and WYi be the orthogonal complements of Ui, Vi and Yi respectively. The single-
agent condition (31) is satisfied if and only if there exist matrices QLi , P

L
i > 0 ∈ Rni×ni such that

WT
Yi

ΞyiWYi
< 0, (42)

WT
Ui

ΞiWUi
< 0, (43)

QLi P
L
i = Ini . (44)

The controller gain K̂i is then obtained as a feasible solution to the inequality

Ξi + V Ti K̂iUi + UTi K̂
T
i Vi < 0. (45)

Proof
According to [25], the norm condition in (31) is satisfied if and only if there exists a PLi > 0 such
that (Âi − B̂iK̂iD̂i)

TPLi + PLi (Âi − B̂iK̂iD̂i) PLi B̂iK̂i D̂T
i

K̂T
i B̂

T
i P

L
i −γ2

zIq 0
D̂i 0 −Iq

 < 0. (46)
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14 F. ADIB YAGHMAIE et al.

According to the definitions in (39-41), the above LMI reads

Ξi + V Ti K̂iUi + UiK̂
T
i Vi < 0. (47)

Using the Elimination of Matrix Variable Lemma [25], the above inequality is feasible if and only
if

WT
Vi

ΞiWVi
< 0,

WT
Ui

ΞiWUi
< 0.

(48)

As the columns of WYi span Ker(Yi), one has that YiWYi = 0. Similarly, as the columns of
E−1
i WYi span Ker(Vi) = Ker(YiEi), it follows that YiEiE−1

i WYi = 0 and we can conclude that
WVi

= E−1
i WYi

. Then (48) reads

WT
Yi
E−1
i ΞiE

−1
i WYi

< 0,

WT
Ui

ΞiWUi < 0.

Introducing Ξyi = E−1
i ΞiE

−1
i

Ξyi =

Âi(PLi )−1 + (PLi )−1ÂTi 0 (PLi )−1D̂T
i

0 −γ2
zIq 0

D̂i(P
L
i )−1 0 −Iq

 .
Let QLi = (PLi )−1, then (44) follows.

According to Theorem 4, the single-agent sufficient condition (31) is satisfied if and only if there
exists a feasible solution to the set of two LMIs and one non-convex algebraic constraint in (42-44).
The following algorithm is suggested in [8] to find a feasible solution to (42-44).

Algorithm 1 Iterative solution to (42-44)

1: Initialization: Set k=0. Find a feasible solution QL(0)
i , P

L(0)
i to

WT
Yi

Ξ
y(0)
i WYi < 0,

WT
Ui

Ξ
(0)
i WUi

< 0,[
Q
L(0)
i Ini

Ini P
L(0)
i

]
≥ 0.

(49)

2: repeat
3: Set Φ

(k)
i = Q

L(k)
i and Υ

(k)
i = P

L(k)
i . Find QL(k+1)

i and PL(k+1)
i that solve

min Tr(Q
L(k+1)
i Υ

(k)
i + Φ

L(k)
i P

(k+1)
i ) (50)

w.r.t


WT
Yi

Ξ
y(k+1)
i WYi

< 0

WT
Ui

Ξ
(k+1)
i WUi < 0[

Q
L(k+1)
i Ini

Ini
P
L(k+1)
i

]
≥ 0

. (51)

4: until |Tr(Q
L(k+1)
i Υ

(k)
i + Φ

(k)
i P

L(k+1)
i −QL(k)

i Υ
(k−1)
i − Φ

(k−1)
i P

L(k)
i )| < εthre

In the above, εthre is a convergence threshold. Algorithm 1 iterates over a linear programming
problem and it is proved in [8] that there exists a feasible solution to (42-44) if and only if the global
solution to the optimization problem in Algorithm 1 is 2ni. Hence, the solution 2ni for the cost
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function (50) in Algorithm 1 is both necessary and sufficient for the solvability of (42-44) and the
existence of a gain matrix K̂i. Once this condition is satisfied, the algorithm gives the converged
values ofQLi and PLi and those are used in (45) to find the controller gain K̂i. Note that to implement
Algorithm 1 and to calculate K̂i, one only needs to solve linear programming problems and for
those, many standard solvers like MATLAB are readily available. For the proof of convergence see
[26].

5. H∞ OUTPUT REGULATION OVER A SWITCHING GRAPH

In practice, the communication graph might not be connected at all times. The communication links
can be created or lost due to several reasons like packet loss, state-dependent networks, etc. In this
section, we consider switching graphs where the graph structure can change over a set of topologies
[27], and we studyH∞ output regulation over such graphs. In the sequel, we define the new concept
of maximally connected switching graph.

Definition 1
A switching augmented graph Ḡσ(t) = (V̄ , Ēσ(t)) with the adjacency matrix Eσ(t) = [αij(t)] and the
pinning matrix Gσ(t) = Diag

1:N
{gi(t)} is maximally connected if there exists an 0 < h < +∞ such

that

Ek = [ max
t∈[tk,tk+h]

αij(t)],

Gk = Diag
1:N
{ max
t∈[tk,tk+h]

gi(t)}, ∀tk, 0 ≤ tk < +∞
(52)

are the adjacency matrix and the pinning matrix corresponding to some rooted graph Ḡk = (V̄ , Ēk)
with node v0 as its root node. The rooted graph Ḡk is called the maximal graph of Ḡ(t) = (V̄ , Ē(t))
over [tk, tk + h].

Conceptually speaking, for a maximally connected graph, there exists a sufficiently long time
interval [t, t+ h] such that each agent receives information from the leader either directly or
indirectly through other agents during its duration h.

Remark 4
There are different categories of time-varying graphs present in the literature:

1. Frequently connected graph with period T : if ∀t, ∃t∗ ∈ [t, t+ T ), such that the graph is
strongly connected at t∗ [28, 29].

2. Jointly (Uniformly) connected graph: if the union of the switching graphs over a time interval
forms a strongly connected graph [4, 30].

3. Periodically switching graph: if the graph switches among a set of topologies periodically
[31].

It is instructive to compare now maximally connected graphs with the above-defined types. 1.
Frequently connected graph is completely different from maximally connected graph in the sense
that the frequently connected graph needs to be strongly connected at some time in each interval
while the maximally connected graph does not. 2. On the other hand, the maximally and jointly
connected graphs are indeed similar in topology but differ in their edge weights. The edge weights
in the maximal graph are obtained as the maximum of the weights of the switching graph while
in the jointly connected graph those are obtained by averaging of the weights. 3. Periodically
switching graph switches between elements of a fixed set of graph topologies periodically while in
the maximally connected graph, the set of switching topologies might be different from one period
to another. We emphasize that here we define the edge weights by the maximum operation instead
of averaging which is commonly used in the jointly connected and periodically switching graphs
[4, 30, 31]. Finally, note that the above definitions are given for the graph of followers and they can
be easily extended to the augmented graph by replacing the condition of “strongly connected” with
the condition of “existence of a spanning tree with the leader as the root node”.
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16 F. ADIB YAGHMAIE et al.

Theorem 5
Consider a group of linear heterogeneous systems defined in (5-11) communicating over the
augmented graph Ḡσ(t) = (V̄ , Ēσ(t)). Let Assumptions 1-3 hold and Ai be marginally stable. Let
Ḡσ(t) be maximally connected over [tk, tk + h] for k = 0, 1, ...,+∞ where t0 = 0, tk+1 = tk + h
and 0 < h < +∞. Let Z̄k be the normalized adjacency matrix of the maximal graph of Ḡσ(t) over
[tk, tk + h] and γz = 1/maxk ρ(Z̄k). If the controller gains K̂i are designed such that

‖D̂i(sI −Aci )−1B̂iK̂i‖∞ < γz, (53)

for i = 1, ..., N , then the multi-agent system (5-11) achieves H∞ y-output regulation.

Proof
We first prove the L2-stability and then, the y-output regulation for the ω−disturbance-free system.

The proof of L2-stability: We prove the L2-stability of the overall closed-loop system (5-
11) over [tk, tk + h] for k = 0, 1, ...,+∞. Let Ωki denote the normalizing factor of node i in the
maximal graph Ḡk = (V̄ , Ēk). Let αkij = maxtk≤t≤tk+h αij(t), g

k
i = maxtk≤t≤tk+h gi(t), Ωki =∑N

j=1 α
k
ij + gki and Z̄k = [

ᾱk
ij

Ωk
i

]. Let Kk
i = 1

Ωk
i

K̂i. The overall closed-loop system (28) is written
as

ri =
1

Ωki

∑
j∈Ni(t)

αij(t)δzj ,

˙̄xi = Aci x̄i + B̂iK̂iri + P̂iωi,

δzi = zi − z0 = D̂ix̄i,

δyi = yi − y0 = Ĉix̄i.

(54)

Let Fi22(s) = D̂i(sI −Aci )−1B̂iK̂i and fi22(t) = L−1(Fi22(s)) be a system with input ri and
output δzi and f22(t) = Diag

1:N
{fi22(t)}. Let Q1(t) = (Zg(t)⊗ Iq)f22(t) = [q1ij(t)], where q1ij(t) =

αij(t)

Ωk
i

fj22(t).
Set k = 0. According to Lemma 1, the L2-stability of the closed-loop system (54) is guaranteed

by ρ([β2(q1ij)]) < 1. Now, we use (2) to calculate β2(q1ij)

β2(q1ij) = sup
T≥0

sup
rj 6=0

‖αij(t)

Ω0
i
δzj(t)‖L2e

‖rj(t)‖L2e

,

‖δzj(t)
αij(t)

Ω0
i

‖L2e
=

1

Ω0
i

(

∫ T

0

δzj(τ)2α2
ij(τ)dτ)0.5.

To show the L2-stability of the overall closed-loop system (54) over [0, h], we assume αij(t) =
0, t > h. Then,

β2(q1ij) =
1

Ω0
i

sup
T≥0

sup
rj 6=0

(
∫ T

0
δ2
zj(τ)α2

ij(τ)dτ)0.5

‖rj(t)‖L2e

≤ 1

Ω0
i

sup
T≥0

sup
rj 6=0

(
∫ T

0
δ2
zj(τ)(α0

ij)
2dτ)0.5

‖rj(t)‖L2e

=
1

Ω0
i

α0
ij sup
T≥0

sup
rj 6=0

‖δzj(t)‖L2e

‖rj(t)‖L2e

=
1

Ω0
i

α0
ijβ2(fj22).

Hence we have β2(q1ij) ≤ 1
Ω0

i
α0
ijβ2(fj22) = 1

Ω0
i
α0
ij‖Fj22(s)‖∞ where the last equality is due to the

fact that the L2-gain of a stable linear system is equivalent to its H∞ norm [24]. According to
Lemmas 1-4, a sufficient condition for L2-stability is

ρ([β2(q1ij)]) ≤ ρ([‖Fj22‖∞
α0
ij

Ω0
i

]) ≤ max
j
‖Fj22‖∞ρ(Z̄0) < 1, ⇒ ‖Fj22‖∞ <

1

ρ(Z̄0)
.
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One can repeat the above procedure for t ∈ [tk, tk + h], k = 1, ...,+∞. The L2-stability condition
for the kth time interval is given by ‖Fj22‖∞ < 1/ρ(Z̄k). As a result, the system is L2-stable if (53)
holds.

The proof of y-output regulation: Next, we prove that the ω−disturbance-free system, ω ≡ 0,
achieves y-output regulation. For this purpose, we prove properties 1-2 in Problem 1 by showing
that x̄j → 0 and δyi → 0 as t→ +∞ for a generally nonzero exo-system’s state. The requirement
δyi → 0 is exactly property 2 in Problem 1 and x̄j → 0 implies property 1 when ξ0 ≡ 0, d ≡ 0. To
see the latter, if ξ0 ≡ 0, d ≡ 0, by the definition of the coordinate transformations in Subsection 3.2,
we have x̄j = T−1

j xj for Tj in (26). In other words, when ξ0 ≡ 0, d ≡ 0, x̄j → 0 implies xj → 0
which is property 1.

The L2-stability of the overall closed-loop system (28) generally implies that x̄j , δyj ∈ L2. To
show x̄j(t), δyj(t)→ 0 as t→ +∞, we use Lemma 5 (Barbalat’s Lemma) and we only need to
prove that ˙̄xj , δ̇yj = Ĉj ˙̄xj = ĈjÂj x̄j + ĈjB̂juj , j = 1, ..., N are bounded. In an interval 0 < 4t ≤
h < +∞ where the communication graph is fixed, we divide the nodes into two subgroups: the
first subgroup, denoted by V1, containing the nodes that do not have any incoming edge from
the neighbors and the second subgroup containing the remaining nodes V2 = V \ V1. For j ∈ V1,
we have uj = 0 and ˙̄xj = Âj x̄j , δ̇yj = ĈjÂj x̄j remain bounded because Aj is marginally stable.
The remaining nodes, j ∈ V2, are interconnected and the closed-loop system of them in (54) is
strictly stable by means of (53). This guarantees boundedness of x̄j , rj for j ∈ V2 and subsequently
˙̄xj = Acj x̄j + B̂jK̂jrj , δ̇yj = Ĉj ˙̄xj . This means that ˙̄xj , δ̇yj are bounded for all intervals where the
communication graph is fixed. Hence by Lemma 5, limt→+∞ x̄j(t) = 0, limt→+∞ δyj(t) = 0, j =
1, ..., N and the ω−disturbance-free multi-agent system achieves y-output regulation.

Remark 5
The topology of the maximal graph might not be completely known in practice. In this case, one can
consider the maximal graph as an augmented complete graph where the subgraph of the followers is
complete and the leader pins to all the follower nodes. The reason for this is that any possible rooted
topology over a finite set of N follower nodes and one leader can be considered as a subgraph of
an augmented complete graph. Select the normalizing factor for each node i as Ωki = N . Then, the
normalized adjacency matrix of the maximal graph is given by Z̄k = 1

N (1N1TN − IN ). Since all
entries of Z̄k are nonnegative, ρ(Z̄k) ∈ Spec(Z̄k) (Theorem 8.3.1 of [18]). One has

λi

(
1

N
(1N1TN − IN )

)
=

1

N
{−1, ...,−1︸ ︷︷ ︸

N−1

, N − 1}, (55)

and hence, the spectral radius of an augmented complete graph is given by ρ(Z̄k) = N−1
N . In short,

one can use the conservative bound in (55) to guarantee the sufficient condition for H∞ output
regulation over switching graphs when the topology of the maximal graph is completely unknown.

Remark 6
The sufficient condition for H∞ output regulation over switching graph (53) is more stringent than
the one over a static graph (31). According to Theorem 5, the H∞-norm of the single-agent system
in (53) should be bounded by γz = 1/maxk ρ(Z̄k). This condition is harder to satisfy than (31) when
the topology of the maximal graph is not perfectly known in advance, because one then needs to
resort to a conservative estimate of γz , like the one we bring for the completely unknown switching
graph in Remark 5. Moreover, similar to [4], the agent’s dynamics in the case of switching graphs
needs to be marginally stable to ensure that the agent’s trajectory remains bounded when there is no
distributed control acting on the agent (see the definition of V1 in the proof of Theorem 5).

Remark 7
Similarly as for sufficient condition (31), one can satisfy the H∞ criterion for switching graphs (53)
by designing the controller gains K̂i, as detailed in Theorem 4, or by specifying the structure of
the drift dynamics Ai, as detailed in Theorem 2, by using the upper bound 1/maxk ρ(Z̄k) instead of
1/ρ(Zg).
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6. SIMULATION RESULTS

Consider a set of five followers and one leader. The leader’s dynamics and the modeled disturbance’s
dynamics are described by the following

Leader : X =

[
0 1
−1 0

]
, R1 =

[
1 0
0 1

]
, R2 =

[
1 1

]
,

Modeled disturbance : S =

[
0 1
−10 0

]
,

The followers’ dynamics are given as

f1,3,5 : A1 =

 0 1 2
−1 0 3
0 0 −7

 , B1 =

0
1
0

 , P1 =

0
1
0

 , Q1 =

 −4 2
−15 3
24 −5

 ,
C1 =

[
1 0 1
0 1 1

]
, D1 =

[
1 1 1

]
, H1 =

[
−3 1− 2 0

]
, J1 =

[
−3 0

]
,

f2,4 : A2 =

 0 1 1 1
−1 0 0 2
0 0 0 1
0 0 −1 −1

 , B2 =

 2
1

0.1
1

 , P2 =

 1
0
0
−1

 , Q2 =

 −3 0
−11 −2

9 1
−7 1

 ,
C2 =

[
1 0 0 2
0 1 −1 1

]
, D2 =

[
1 1 1 0

]
, H2 =

[
−3 −21 −3

]
, J2 =

[
−3 0

]
.

Our aim is to design the controller gain in (12) such that the agents achieve H∞ output
synchronization to the output of the leader in (9)-(11) in presence of umodeled disturbances
ωi, i = 1, ..., N , while the effect of the modeled disturbance d in (8) is rejected. Simple calculations
reveal that

Π1i =

1 0
0 1
2 −1

 , Π2i =

1 0
0 1
0 0

 , Ψi =

0
0
1

 , i = 1, 3, 5,

Π1j =

1 0
0 1
2 −1
1 1

 , Π2j =

1 0
0 1
0 0
0 0

 , Ψj =

0 0
0 0
1 0
0 1

 , j = 2, 4.

The switching communication graph for mod (t, 2) < 1 and 1 ≤ mod (t, 2) < 2 is depicted in
Fig. 2a and 2b respectively. According to Definition 1, the switching graph is maximally connected
and for h = 2

Z̄k =


0 1

3 0 0 1
3

1 0 0 0 0
1
3

1
3 0 1

3 0
0 0 0 0 1
0 0 1 0 0

 ,
and ρ(Z̄k) = 0.9009. Feasible solutions to (42-44) for each follower are

PL1,3,5 =

0.590 0.165 0.048
0.165 0.343 −0.032
0.048 −0.032 0.542

 , QL1,3,5 =

 1.986 −0.977 −0.235
−0.977 3.412 0.288
−0.235 0.288 1.885

 ,
PL2,4 =

 0.918 −0.140 0.813 0.589
−0.140 0.754 0.035 0.457
0.813 0.035 3.576 0.661
0.589 0.457 0.661 4.114

 , QL2,4 =

 1.931 0.457 −0.629 −0.173
0.457 1.562 −0.093 −0.272
−0.629 −0.093 0.632 −0.016
−0.173 −0.272 −0.016 0.505

 .
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Figure 3. The output regulation error δyi over the switching graph in Fig. 2 for i = 1, ..., N

After finding QLi and PLi , the gains K̂i are obtained as feasible solutions to (45) which are
K̂1,3,5 = 4.5409 and K̂2,4 = 0.3630. Each controller gain Ki is obtained from Ki = 1

Ωi
K̂i, which

are K1,3 = 1.5136, K2,4 = 0.3630, K5 = 4.5409. For the simulation, we assume that all followers
are subject to the following unmodeled disturbance

ωi =

{
2 sin(5t), 30 ≤ t ≤ 35

0, otherwise.

Figure 3 depicts the H∞ output regulation of the multi-agent system in the mentioned setup. The
initial conditions for all followers and the leader are selected randomly.

7. CONCLUSION

In this paper, we have analyzed H∞ output regulation of linear heterogeneous multi-agent systems
subject to modeled and unmodeled disturbances over switching graphs. We have defined the
concept of maximally connected graphs and proved that the multi-agent system achieves H∞
output regulation if the switching graph is maximally connected. We have derived a single-agent
sufficient condition that guarantees H∞ output regulation and obtained an upper bound for the
overall L2-gain of the output synchronization error with respect to unmodeled disturbances when
the communication graph is fixed. In all aforementioned results, we have used the simplest form of
the controller (a static distributed output-feedback controller) in a general framework; namely, the
communication graph might be switching and cyclic, no p-copy of the leader is incorporated as a
part of the controller and no observer is designed to estimate the trajectory of the leader.
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5. DIFFERENTIAL GRAPHICAL GAMES FOR H∞ CONTROL OF LINEAR HETEROGENEOUS MULTI-
AGENT SYSTEMS 

Farnaz Adib Yaghmaie, Kristian Hengster Movric, Frank L. Lewis, Rong Su, Differential Graphical 

Games for H∞ Control of Linear Heterogeneous Multi-agent Systems, submitted to IJRNC, 2018, 

pp.1-20. 

Building further on the revealed necessary and sufficient geometrical structure of general 

heterogeneous single-agents required for output-synchronization over general outputs, this 

chapter shows how their synchronization and disturbance suppression problems can be cast in 

the form of a N/2N player graphical games. Graphical games were introduced in the literature, 

starting in 2010, to deal with homogeneous agent state synchronization and the corresponding 

L2-bound, but as these novel results show, they are equally applicable in this more general 

context. 

Differential graphical games have been introduced in the literature to solve state synchronization problem for 

linear homogeneous agents. When the agents are heterogeneous, the previous notion of graphical games cannot 

be used anymore and a new definition is required. In this chapter, a novel concept of differential graphical 

games is defined for linear heterogeneous agents subject to external unmodelled disturbances, which contain 

the previously introduced graphical games for homogeneous agents as a special case. Using the new 

formulation, one can solve both the output regulation and H∞ output regulation problems. Proposed graphical 

game framework yields coupled Hamilton-Jacobi-Bellman equations which are, in general, impossible to solve 

analytically. Therefore, a new actor-critic algorithm is proposed to solve these coupled equations numerically 

in real-time. Moreover, an explicit upper bound is found for the overall L2-gain of the output synchronization 

error with respect to disturbance. These developments are demonstrated by a simulation example.   
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SUMMARY

Differential graphical games have been introduced in the literature to solve state synchronization problem
for linear homogeneous agents. When the agents are heterogeneous, the previous notion of graphical games
cannot be used anymore and a new definition is required. In this paper, we define a novel concept of
differential graphical games for linear heterogeneous agents subject to external unmodelled disturbances
which contain the previously introduced graphical game for homogeneous agents as a special case. Using our
new formulation, we can solve both the output regulation andH∞ output regulation problems. Our graphical
game framework yields coupled Hamilton-Jacobi-Bellman equations which are, in general, impossible to
solve analytically. Therefore, we propose a new actor-critic algorithm to solve these coupled equations
numerically in real time. Moreover, we find an explicit upper bound for the overall L2-gain of the output
synchronization error with respect to disturbance. We demonstrate our developments by a simulation
example. Copyright © 2018 John Wiley & Sons, Ltd.

Received . . .

1. INTRODUCTION

The next generation of networked systems is currently emerging from a number of different
engineering domains. We already have examples of Internet of Things (IoT), Industry 4.0, smart
cities and various other cyber-physical systems characterized by the requirement to coordinate
efforts across large networks of different agents. In the near future, these systems are expected
to increase in importance, with an ever-widening range of applications. Main design goals there
are versatility, flexibility, easy real time reconfigurability, low communication burden, along with
robustness to component failures and resilience to disturbances. These complex interconnected
multi-agent systems create the need for novel team decision, distributed control, optimization and
online computation methodologies.

A multi-agent system is defined as a group of interconnected dynamical systems interacting to
achieve a desired collective behavior like state synchronization [1, 2, 3], output regulation [4, 5, 6],
formation control [7], etc. The canonical distributed control problem of state synchronization is
usually defined for homogeneous agents where it is possible to use the local state synchronization
error [1, 2, 3]. If the agents are heterogeneous, meaning that they have different internal dynamics,

∗Correspondence to: Farnaz Adib Yaghmaie, School of Electrical & Electronic Engineering, 50 Nanyang Avenue,
Singapore 639798. Email: farnaz001@e.ntu.edu.sg. Phone: +46-762909978.
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it is not generally meaningful to achieve state synchronization; instead, one may consider an output
regulation problem where a distributed controller is designed such that the outputs of all agents
synchronize to a reference trajectory while the effect of modeled disturbances, i.e. disturbance with
known dynamic model, is rejected. In these cases, the dynamics of the reference trajectory and
the disturbance model are usually combined into a single dynamic model named exo-system in the
literature [8, 4]. One possible solution to such output regulation problems is by the means of Internal
Model Principle (IMP) where the idea is to incorporate an internal model of the exo-system in the
dynamic controller of each agent [8, 9, 10, 4, 6]. If the agents are additionally subject to unmodeled
disturbances then the IMP alone cannot be used for disturbance rejection and H∞ control methods
are required. A significant part of the research on H∞ control of multi-agent systems is on H∞
state synchronization of homogeneous agents [11, 12] and more recently H∞ output regulation of
heterogeneous agents [13, 14, 15].

In the context of multi-agent systems, various optimization methods are utilized to achieve the
required design characteristics. One has the conventional centralized optimization [16, 17] as well as
more recent distributed approaches [18, 19] aiming at flexibility, reconfigurability, and robustness.
The optimal control of a single dynamic system, also called a single-player game [20, 21], is
the simplest dynamic optimization problem. However, this approach is usually found lacking in
robustness to external disturbances acting on the system and possibly subsystem failures. The
optimal control of a dynamic system subject to unmodelled disturbance is termed two-player zero-
sum game where dynamic system player tries to minimize a cost function while the disturbance
player maximizes it [22, 23]. More recently, the idea of graphical game is introduced to capture
and exploit the locality and influences of dynamic systems on each other. In graphical games,
the dynamics and the objective function of each player are influenced by other players in the
neighborhood. A graphical game for homogeneous agents i.e. agents with the identical internal
dynamics is suggested in [18] to achieve state synchronization using local state synchronization
error. This concept is extended to H∞ graphical game where the agents are subject to external
disturbances [19]. These graphical games provide a suitable platform for distributed optimal
controller designs for the identical agents. The choice of individual player objective function, as
discussed above, ensures that the multi-agent system achieves the desired collective behavior e.g.
state or H∞-state synchronization [18, 19].

Reinforcement Learning (RL) is concerned with learning optimal policies from interaction with
an environment [24]. In RL, a decision-making system modifies its control policy based on the
stimuli received in response to its previous policies to optimize the cost. In this sense, RL implies
a cause and effect relationship between policies and costs [25], and as such, RL based frameworks
enjoy optimality and adaptivity. Over the past few years, dynamic programming is utilized to
develop RL techniques for adaptive-optimal control of dynamic systems, see [20, 22, 23, 17, 18, 19]
to name a few. Hence, RL is by now fairly standard in solving the single-player optimal and robust
control problems [20, 21]. However, as of recently, RL can also be used to tackle even more
complicated optimization structures like multiple interconnected dynamics system, namely a multi-
player game, where a single centralized dynamics contains the dynamics of all players [16, 17].
Likewise, RL methods have also been successfully applied in graphical games [18, 19]. Moreover,
faced with complicated coupled design equations arising from such problems, RL remains the
only viable method applicable in real time. Such recent approaches are particularly appropriate
for problems arising from the domain of multi-agent systems.

In this paper, we aim to develop a novel graphical game framework for linear heterogeneous
multi-agent systems. For this purpose, we bring together distributed control of heterogeneous
multi-agent systems, graphical games, and reinforcement learning techniques. There are four main
contributions in this paper. (1) We define the novel concept of graphical games for heterogeneous
agents as opposed to homogeneous agents considered in [18, 19]. This allows us to achieve
output regulation among heterogeneous agents. Graphical game for heterogeneous agents is also
considered in [10], however, the communication graph in [10] is required to be acyclic (i.e. there
is no-loop in the graph). This restrictive assumption significantly simplifies the formulation and
decouples the controller design of each agent from the others. (2) We assume that the agents are
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subject to unmodeled disturbances and define an H∞ graphical game for heterogeneous agents. The
only reference pertaining to H∞ control of multi-agent systems in the graphical game framework
[19] considers only homogeneous agents. (3) H∞ graphical game for heterogeneous agents results
in coupled Hamilton-Jacobi-Bellman equations that are difficult to solve analytically. We use RL
and develop new actor-critic networks to obtain solutions to these equations. In contrast, the actor-
critic networks in [18, 19] can be used only for homogeneous agents. (4) We obtain an upper bound
for the L2-gain of output synchronization error with respect to unmodeled disturbances; in contrast
to [19], which does not calculate the upper bound but only contends its existence.

The rest of the paper is organized as follows. In Section 2, we discuss notation conventions and
review preliminaries. In Section 3, we define the H∞ output regulation problem. In Section 4, we
define the novel graphical games for linear heterogeneous agents. In Section 5, we present our results
regarding H∞ output regulation using graphical games and derive the resulting overall L2 gain of
output synchronization error with respect to disturbances. In Section 6, we suggest a distributed
online procedure for solving the H∞ output regulation graphical game. We demonstrate the validity
of theoretical developments with a simulation example in Section 7. We conclude the paper in
Section 8.

2. PRELIMINARIES

2.1. Notation

The following notation will be used throughout this paper. Let Rn×m be the set of n×m real
matrices. In denotes the identity matrix of dimension n× n and 1N is an N column vector of 1. 0
denotes a matrix of zeros with compatible dimensions. The Kronecker product of two matrices A
andB is denoted by A⊗B. The positive (semi) definiteness constraint on the matrix P is expressed
as P > 0 (P ≥ 0). Let Ai ∈ Rni×mi for i = 1, ..., N , where N is a positive integer. The operator
Diag
1:N
{Ai} is defined as

Diag
1:N
{Ai} =


A1 0 . . . 0
0 A2 . . . 0
... 0

. . .
...

0 0 . . . AN

 . (1)

The maximum singular value of a matrixA is denoted by σ(A) and its kernel is denoted byKer(A).
An eigenvalue of a square matrix A is denoted by λi(A).

2.2. Lp-norm

For p ∈ [1,+∞), let Lp = Lnp [0,+∞) denote the space of functions a(t) ∈ Rn such that t→ |a(t)|p
is integrable over [0,+∞), where |a(t)| is the instantaneous Euclidean norm of the vector a(t). The
Lp-norm of a(t) ∈ Lnp [0,∞) is defined as

‖a(t)‖Lp =

(∫ ∞
0

|a(τ)|pdτ
)1/p

< +∞.

2.3. Graph theory

Suppose that the interaction among the followers is represented by an undirected graph G = (V, E)
with a finite set of N nodes V = {v1, ..., vN} and a set of undirected edges E ⊆ V × V . E = [αij ]
is the adjacency matrix with αij = 1 if (vj , vi) ∈ E and αij = 0 otherwise. Since the graph is
undirected, the adjacency matrix is symmetric. The graph is simple, i.e. αii = 0, i = 1, ..., N . A
path from node vi to node vj is a sequence of edges joining vi to vj . If there exists a path from node
vi to node vj then it is said that node vi is reachable from vj . The set of neighbors of node vi is
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Ni = {vj : (vj , vi) ∈ E}. For graph G, the in-degree matrix D is a diagonal matrix D = Diag
1:N
{di}

with di =
∑

j∈Ni
αij . The laplacian matrix for graph G is defined as L = D − E. Suppose that

matrix G = Diag
1:N
{gi} shows the pinning from the leader (v0) to the followers (v1, ..., vN ). Then,

gi = 1 if there is a link between the leader and follower i and gi = 0 otherwise. Denote the
augmented graph by Ḡ = (V̄ , Ē) which is obtained by attaching node v0 and its outgoing edges
to G. Graph Ḡ shows the interaction among the followers and the leader.

A graph G = (V, E) is connected if there exists a path from vi to vj for all vi, vj ∈ V . If the initial
and the terminal nodes of a path are the same, the path is called a cycle. A graph without any cycle is
named an acyclic graph. A graph is a connected tree if every node except one node, called the root,
has in-degree equal to one. The root node has its in-degree equal to zero. A graph has a spanning
tree if there exists a tree containing every node in V .

3. H∞ OUTPUT REGULATION PROBLEM

Consider a set of N + 1 heterogeneous agents with N followers given as LTI systems

ẋi = Aixi +Biui + Piωi, (2)
yi = Cixi, (3)
zi = Dixi, (4)

and a leader given by

ξ̇0 = Xξ0, (5)
y0 = R1ξ0, (6)
z0 = R2ξ0, (7)

in which xi ∈ Rni , yi ∈ Rp, zi ∈ Rq and ui ∈ Rmi denote the state, the synchronization output, the
measured output and the control signal for follower i = 1, ..., N . The ξ0 ∈ Rl, y0 ∈ Rp and z0 ∈ Rq
denote the state, the synchronization output and the measured output of the leader. All followers are
subject to external unmodeled disturbances ωi ∈ L2. The motivation behind introducing two outputs
yi, zi is to achieve synchronization in outputs yi, by communicating the measured outputs zi.

We suggest a distributed static output-feedback controller of the following form

ui = Kiezi, (8)

ezi =
∑
j∈Ni

αij(zi − zj) + gi(zi − z0), (9)

where ezi is the local neighborhood error in z-outputs and Ki ∈ Rmi×q. Define the y-output
synchronization error and the z-output synchronization error as

δyi = yi − y0, (10)
δzi = zi − z0. (11)

Let x = [xT1 , ..., x
T
N ]T , y = [yT1 , ..., y

T
N ]T , z = [zT1 , ..., z

T
N ]T , ω = [ωT1 , ..., ω

T
N ]T , δy = [δTy1, ..., δ

T
yN ]T

and δz = [δTz1, ..., δ
T
zN ]T denote the overall vectors of xi, yi, zi, ωi, δyi and δzi respectively. Then, the

overall closed-loop system of all followers, their controllers and the leader is given by the following

ẋ = Aclx+Bclξ0 + Pclω,

ξ̇0 = Xξ0,

δy = Cclx− 1N ⊗R1ξ0,

δz = Dclx− 1N ⊗R2ξ0,

(12)
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where

Acl = Diag
1:N
{Ai}+Diag

1:N
{BiKi}((L+G)⊗ Iq)Diag

1:N
{Di},

Bcl = −Diag
1:N
{BiKi}((L+G)⊗ Iq)1N ⊗R2,

Ccl = Diag
1:N
{Ci}, Dcl = Diag

1:N
{Di}, Pcl = Diag

1:N
{Pi}.

Now, we define the H∞ output regulation problem.

Problem 1 (H∞ output regulation problem for linear heterogeneous multi-agent systems)
Consider a group of N + 1 heterogeneous LTI systems defined by (2-7). Design the feedback
gains Ki such that for ∀xi(0), i = 1, ..., N , the closed-loop system of (2)-(7) using (8) achieves
the following properties:

a. For ω ≡ 0 and ξ0 ≡ 0, the origin of the system ẋ = Aclx is asymptotically stable.
b. For ω ≡ 0, we have δy → 0 and δz → 0 as t→ +∞ for all initial conditions ξ0(0).
c. For ω ∈ L2 and T > 0

L2
δyω =

∫ T
0
‖δy‖22dτ∫ T

0
‖ω‖22dτ

< +∞. (13)

Properties a.-b. define the output regulation problem [26, 27] in absence of unmodeled
disturbance; i.e. ω ≡ 0. Property c. concerns H∞ control in presence of unmodeled disturbances
[30]. According to [13] the set of necessary assumptions for y-output and z-output regulation in
absence of disturbances ω is given by the following.

Assumption 1
The augmented graph Ḡ = (V̄ , Ē) contains a spanning tree with the leader as its root node.

Assumption 2
The leader’s dynamics X in (5) does not have any strictly stable pole.

Assumption 3
The triple (Ai, Bi, Di) is output-feedback stabilizable.

Assumption 4
For each i = 1, ..., N , there exists a matrix Πi ∈ Rni×l such that

AiΠi = ΠiX,

CiΠi = R1,

DiΠi = R2.

(14)

3.1. Coordinate Transformations

In this subsection, we introduce a coordinate transformation which is useful in formulating the
output regulation problem and the graphical game in Section 4. Building on Assumption 4,
supplement the columns of Πi in (14) by a set of linearly independent columns of Ψi ∈ Rni×(ni−l)

to form a complete basis Ti = [Πi Ψi] ∈ Rni×ni of the single-agent state space Rni . Then in such
basis, one has the transformed state [ξTi , ν

T
i ]T

xi =
[
Πi Ψi

] [ξi
νi

]
= Ti

[
ξi
νi

]
. (15)

Define the following matrices

Âi := T−1i AiTi =

[
X Fi
0 Mi

]
, B̂i := T−1i Bi =

[
B̂1i

B̂2i

]
, P̂i := T−1i Pi =

[
P̂1i

P̂2i

]
. (16)
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Define the local neighborhood error in ξis

eξi =

N∑
j=1

αij(ξi − ξj) + gi(ξi − ξ0). (17)

Let εi = [eTξi , ν
T
i ]T . Then, the dynamics of system (2) and the control (8) in the transformed

coordinates εi read

ε̇i =Āiεi + B̄iui + P̄iωi −
N∑
j=1

αij(Bjuj + P jωj + F jνj), (18)

ui =KiR2eξi + (di + gi)KiDiΨiνi −Ki

N∑
j=1

αijDjΨjνj , (19)

where

Āi :=

[
X (di + gi)Fi
0 Mi

]
, B̄i :=

[
(di + gi)B̂1i

B̂2i

]
, P̄i :=

[
(di + gi)P̂1i

P̂2i

]
,

Bj :=

[
B̂1j

0

]
, P j :=

[
P̂1j

0

]
, F j :=

[
Fj
0

]
.

(20)

Equation (18) describes agent i dynamics in the new εTi = [eTξi , ν
T
i ]-coordinates. The following

technical lemma can be used to simplify the dynamics in (19).

Lemma 1
One can always select Ψi in (15) such that Fi = 0 in (16).

Proof
From the definition of Âi in (16)

Ai
[
Πi Ψi

]
=
[
Πi Ψi

] [X F
0 Mi

]
.

Hence, one hasAiΨi −ΨiMi = ΠiFi, which is a Sylvester equation. Using the Kronecker product’s
property, this is equivalent to (Iñi

⊗Ai −MT
i ⊗ Ini

)vec(Ψi) = vec(ΠiFi), where ñi = ni − l. If
one wants Fi = 0, then one should select

vec(Ψi) ∈ null(Iñi
⊗Ai −MT

i ⊗ Ini
). (21)

Let λk ∈ spec(Ai), λ̃k ∈ spec(Mi). Then, (λk − λ̃k) ∈ spec(Iñi
⊗Ai −MT

i ⊗ Ini
). Since

spec(Mi) ⊂ spec(Ai), we have 0 ∈ spec(Iñi
⊗Ai −MT

i ⊗ Ini
) and it is always possible to satisfy

(21). For a more general result, please see Theorem 4.4.14 of [28].

Using Lemma 1, we hereafter assume that we have selected Ψi such that Fi = 0 for i = 1, ..., N .
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3.2. Closed-loop system and node error dynamics for graphical game

In this subsection, we define the node error dynamics which are suitable for graphical games
formulation for heterogeneous agents fully developed in Section 4. To do so, we express the closed-
loop system of (18) using the control (19)

ėξi =Xeξi + (di + gi)B̃1iKiR2eξi + (di + gi)
2B̃1iKiDiΨiνi + (di + gi)P̃1iωi

− (di + gi)B̃1iKi

N∑
j=1

αijDjΨjνj −
N∑
j=1

αijB̃1jKjR2eξj

−
N∑
j=1

αij(dj + gj)B̃1jKjDjΨjνj +

N∑
j=1

αijB̃1jKj

N∑
l=1

αjlDlΨlνl −
N∑
j=1

αijP̃1jωj ,

ν̇i =Ãiνi + B̃2iKiR2eξi + (di + gi)B̃2iKiDiΨiνi + P̃2iωi − B̃2iKi

N∑
j=1

αijDjΨjνj

(22)

Define

βi := −Ki

N∑
j=1

αijDjΨjνj + (di + gi)(KiDiΨi − K̄i)νi, β =
[
βT1 , ..., βTN

]T
, (23)

uopi := KiR2eξi + (di + gi)K̄iνi, (24)

so that ui = uopi + βi. In (23)-(24), K̄i ∈ Rmi×(ni−l) is a gain matrix which has no effect on the
design of the controller but we introduce it to facilitate the following theoretical developments of
the optimal design. The signal βi in (23) contains the term −(di + gi)K̄iνi and uopi in (24) contains
(di + gi)K̄iνi. Clearly, this term has no effect on the design of the controller because uopi and βi
always appear added together.

By definitions in (23)-(24), the closed-loop system (22) can be represented as

ε̇i = Āiεi + B̄iuopi + P̄iωi + B̄iβi −
N∑
j=1

αij(Bjuopj + P jωj +Bjβj). (25)

We call (25) the node error dynamics for graphical games for heterogeneous agents. It is important
to point out that (25) is in a standard form of the dynamics usually considered in the graphical game
framework [19, 18], i.e. it depends on the states, policies and disturbances of other agents in the
neighborhood. Note however that while the agents in [19, 18] are homogeneous, the dynamics in
(25) are heterogeneous.

Remark 1
Note that νis and the related βis stem from agents heterogeneity and they pose additional
complications for control design that do not arise in identical agents. In this more general setup
with heterogeneous agents, we develop the graphical game in Section 4 in the sequel, whereas the
existing results along similar lines consider only identical agents. For a special case of identical
agents, our formulation indeed reduces to the familiar one in [19, 18].

In Section 4, we use (25) to develop the graphical game and devise the appropriate controls. In
Section 5 then, we bring additional conditions guaranteeing that the results of Section 4 solve the
original Problem 1.

4. GRAPHICAL GAME FOR LINEAR HETEROGENEOUS AGENTS

In this section, we use the machinery of graphical games and define an H∞ graphical game for
linear heterogeneous agents. Using this graphical game framework, we ultimately solve our H∞
output regulation problem of Section 3.
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4.1. H∞ graphical game formulation

As it can be seen from (25), the dynamics of each agent depends on the neighboring agents.
In a similar way, we define the L2 condition for agent i such that it contains the policies and
disturbances of other agents in its neighborhood. Let uop−i

= {uopj , j ∈ Ni}, ω−i = {ωj , j ∈ Ni}
and β−i = {βj , j ∈ Ni}. Define the L2-condition for the dynamics (25) as∫ T

0

{εTi Qiεi + uTopiRiiuopi +

N∑
j=1

αiju
T
opjRijuopj}dτ ≤

γ2ξνi

∫ T

0

{ωTi S1iiωi +

N∑
j=1

αijω
T
j S1ijωj}dτ + γ2βi

∫ T

0

{βTi S2iiβi +

N∑
j=1

αijβ
T
j S2ijβj}dτ,

(26)

where Qi > 0, Rii > 0, Rij ≥ 0, S1ii > 0, S1ij ≥ 0, S2ii > 0, S2ij ≥ 0, γξνi > 0, γβi > 0 and
T > 0. The L2-condition in (26) is equivalent to the optimization of the following quadratic
performance index

Ji(εi(0), uopi , uop−i
, ωi, ω−i, βi, β−i) =

∫ +∞

0

Li(εi, uopi , uop−i
, ωi, ω−i, βi, β−i)dτ

=

∫ +∞

0

{εTi Qiεi + uTopiRiiuopi +

N∑
j=1

αiju
T
opjRijuopj − γ

2
ξνi [ω

T
i S1iiωi

+

N∑
j=1

αijω
T
j S1ijωj ]− γ2βi

[βTi S2iiβi +

N∑
j=1

αijβ
T
j S2ijβj ]}dτ.

(27)

In (27), we have two players: the control player uopi which tries to minimize the performance index
and the disturbance player {ωi, βi} which tries to maximize it. The optimal value of this zero-sum
graphical game is defined as

V ∗i (εi(0)) = min
uopi

max
ωi,βi

Ji(εi(0), uopi , u
∗
op−i

, ωi, ω
∗
−i, βi, β

∗
−i)

= max
ωi,βi

min
uopi

Ji(εi(0), uopi , u
∗
op−i

, ωi, ω
∗
−i, βi, β

∗
−i)

(28)

where, u∗op−i
and {ω∗−i, β∗−i} are the optimal control and disturbance policies of the players in the

neighborhood of player i. For the fixed control and disturbance policies uopi and ωi, βi, the quadratic
value function is defined as

Vi(εi(t), uopi , uop−i , ωi, ω−i, βi, β−i) =

∫ +∞

t

{εTi Qiεi + uTopiRiiuopi +

N∑
j=1

αiju
T
opjRijuopj

− γ2ξνi [ω
T
i S1iiωi +

N∑
j=1

αijω
T
j S1ijωj ]− γ2βi

[βTi S2iiβi +

N∑
j=1

αijβ
T
j S2ijβj ]}dτ.

(29)

We make the following assumption regarding the performance index.

Assumption 5
The performance index (27) is zero-state observable.

Assumption 5 guarantees that no solution can identically stay in zero cost other than the zero
solution [29]. It is a necessary assumption to prove stability of disturbance-free system under
optimal control [30]. Now, we are ready to define the H∞ graphical game for linear heterogeneous
multi-agent systems.

Problem 2 (H∞ graphical game for linear heterogeneous multi-agent systems)
Consider a group of N + 1 heterogeneous LTI systems defined by (2-7). Design uopi to solve
optimization problem (28) with respect to dynamics (25).

In the sequel we solve the H∞ graphical game problem.
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4.2. Solution of the H∞ graphical game

When the value function (29) is finite, using the Leibniz’s formula, a differential equivalent to the
value function is given in terms of the Hamiltonian

Hi = Li(εi, uopi , uop−i
, ωi, ω−i, βi, β−i) +∇V Ti ε̇i = 0 (30)

where ∇Vi = ∂Vi

∂εi
. At the equilibrium, one has the stationarity conditions

∂Hi

∂uopi
= 0,→ u∗opi = −1

2
R−1ii B̄

T
i ∇Vi, (31)

∂Hi

∂ωi
= 0,→ ω∗i =

1

2
γ−2ξνiS

−1
1ii P̄

T
i ∇Vi, (32)

∂Hi

∂βi
= 0,→ β∗i =

1

2
γ−2βi

S−12ii B̄
T
i ∇Vi. (33)

Substituting the optimal policy (31) and the worst-case disturbances (32)-(33) into (30) yields
coupled Hamilton-Jacobi-Bellman (HJB) equations

εTi Qiεi +
1

4
∇V Ti B̄iR−1ii B̄

T
i ∇Vi +

1

4

N∑
j=1

αij∇V Tj B̄jR−1jj RijR
−1
jj B̄

T
j ∇Vj

− γ2ξνi
1

4
[γ−4ξνi∇V

T
i P̄iS

−1
1ii P̄

T
i ∇Vi +

N∑
j=1

αijγ
−4
ξνj
∇V Tj P̄jS−11jjS1ijS

−1
1jjP̄

T
j ∇Vj ]

− γ2βi

1

4
[γ−4βi
∇V Ti B̄iS−12ii B̄

T
i ∇Vi +

N∑
j=1

αijγ
−4
βj
∇V Tj B̄jS−12jjS2ijS

−1
2jjB̄

T
j ∇Vj ]

+∇V Ti [Āiεi −
1

2
B̄iR

−1
ii B̄

T
i ∇Vi +

1

2
γ−2ξνi P̄iS

−1
1ii P̄

T
i ∇Vi +

1

2
γ−2βi

B̄iS
−1
2ii B̄

T
i ∇Vi]

−∇V Ti [

N∑
j=1

αij{−
1

2
BjR

−1
jj B̄

T
j ∇Vj +

1

2
γ−2ξνjP jS

−1
1jjP̄

T
j ∇Vj +

1

2
γ−2βj

BjS
−1
2jjB̄

T
j ∇Vj}] = 0.

(34)

Based on (34), the HJB equation of player i depends on the HJB equations of other players in its
neighborhood. It is in general impossible to solve the coupled HJB equations (34) analytically [30].
Later in Section 6, we use RL techniques and develop a numerical procedure to bring the solutions
in real time. For further developments in this section however, we assume the solutions are available.

Let V ∗i be the quadratic optimal solution to (34) and u∗opi(V
∗
i ), ω∗i (V ∗i ) and β∗i (V ∗i ) in (31)-(32)

be the optimal policy and the worst-case disturbances in terms of V ∗i . In the next theorem, we prove
that such V ∗i satisfies the L2-condition (26).

Theorem 1
Suppose V ∗i is a quadratic positive semi-definite solution to (34) for i = 1, ..., N . Let Assumption 5
hold. Using the optimal policy u∗opi(V

∗
i ) in (31),

1. The disturbance-free system (25) (ωi ≡ 0, βi ≡ 0, i = 1, ..., N ) is asymptotically stable.
2. For all disturbances ωi, ω−i, βi, β−i ∈ L2, the L2-condition (26) is satisfied.

Proof
The proof contains two parts. In the first part, we prove the stability of the disturbance-free system
(25) and in the second part, we prove the L2-condition (26).

Copyright © 2018 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (2018)
Prepared using rncauth.cls DOI: 10.1002/rnc

104



10 F. ADIB YAGHMAIE et al.

1. For any smooth value function Vi, the Hamiltonian is defined as

Hi(εi,∇Vi, uopi , uop−i
, ωi, ω−i, βi, β−i) =

εTi Qiεi + uTopiRiiuopi +

N∑
j=1

αiju
T
opjRijuopj − γ

2
ξνi [ω

T
i S1iiωi

+

N∑
j=1

αijω
T
j S1ijωj ]− γ2βi

[βTi S2iiβi +

N∑
j=1

αijβ
T
j S2ijβj ] +

dVi
dt
.

(35)

Let V ∗i be a smooth positive semi-definite solution to (34). Completing the squares leads to

Hi(εi,∇V ∗i , uopi , u∗op−i
, ωi, ω

∗
−i, βi, β

∗
−i) =

Hi(εi,∇V ∗i , u∗opi , u
∗
op−i

, ω∗i , ω
∗
−i, β

∗
i , β
∗
−i) + (uopi − u∗opi)

TRii(uopi − u∗opi)

− γ2ξνi(ωi − ω
∗
i )TS1ii(ωi − ω∗i )− γ2βi

(βi − β∗i )TS2ii(βi − β∗i ).

Selecting uopi = u∗opi(V
∗
i ), one has

εTi Qiεi + u∗TopiRiiu
∗
opi +

N∑
j=1

αiju
∗T
opjRiju

∗
opj − γ

2
ξνi [ω

T
i S1iiωi

+

N∑
j=1

αijω
T
j S1ijωj ]− γ2βi

[βTi S2iiβi +

N∑
j=1

αijβ
T
j S2ijβj ] +

dV ∗i
dt
≤ 0.

(36)

Set ωi ≡ 0, ω−i ≡ 0, βi = 0, β−i ≡ 0. According to (36)

dV ∗i
dt
≤ −(εTi Qiεi + u∗TopiRiiu

∗
opi +

N∑
j=1

αiju
∗T
opjRiju

∗
opj ) ≤ 0.

Because of Assumption 5, one can conclude from the above inequality that the disturbance-
free system (25) is asymptotically stable.

2. Integrate (36)

V ∗i (εi(T ))− V ∗i (εi(0)) +

∫ T

0

{εTi Qiεi + u∗TopiRiiu
∗
opi +

N∑
j=1

αiju
∗T
opjRiju

∗
opj − γ

2
ξνi [ω

T
i S1iiωi

+

N∑
j=1

αijω
T
j S1ijωj ]− γ2βi

[βTi S2iiβi +

N∑
j=1

αijβ
T
j S2ijβj ]}dτ ≤ 0.

Select εi(0) = 0. Since V ∗i (εi(0)) = 0 and V ∗i (εi(T )) > 0, (26) is satisfied.

Remark 2
Assuming a quadratic structure for the value function V ∗i = 0.5εTi P

g
i εi, the control signal (31) reads

uopi = −R−1ii B̄
T
i P

g
i εi = −R−1ii B̄

T
i P

g
i

[
eξi
νi

]
= Ki1eξi +Ki2νi.

The above equation is useful in finding the controller gain Ki. Recall the definition of policy uopi
in (24)

uopi = KiR2eξi + (di + gi)K̄iνi.
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In order to calculate Ki from Ki1 = KiR2, the following standard condition is required

Rank(R2) = Rank

([
R2

Ki1

])
. (37)

One can satisfy (37) by e.g. selecting any invertible R2 similar to [2, 3]. Then, Ki = Ki1R
−1
2 and

K̄i = 1
(di+gi)

Ki2. For convenience we assume,

Assumption 6
R2 is invertible.

4.3. Nash equilibrium solution

In an H∞ graphical game, we are interested in convergence to a Nash equilibrium (NE). The game
has a well-defined NE if

Ji(u
∗
opi , u

∗
op−i

, ωi, ω
∗
−i, βi, β

∗
−i) ≤ Ji(u∗opi , u

∗
op−i

, ω∗i , ω
∗
−i, β

∗
i , β
∗
−i)

≤ Ji(uopi , u∗op−i
, ω∗i , ω

∗
−i, β

∗
i , β
∗
−i).

(38)

The following theorem shows that a positive solution to (34) also guarantees convergence to an NE.

Theorem 2
Let V ∗i be a quadratic positive semi-definite solution to (34) for i = 1, ..., N such that the closed-
loop system of

ε̇i = Āiεi + B̄iu
∗
opi + P̄iω

∗
i + B̄iβ

∗
i −

N∑
j=1

αij(Bju
∗
opj + P jω

∗
opj +Bjβ

∗
j ) (39)

is asymptotically stable. Let Assumption 5 hold. Then,

1. The control signal and disturbances (31)-(33) form an NE.
2. The optimal value of the game is then V ∗i (εi(0)).
3. The optimal control (31) solves Problem 2.

Proof

1. First, we show that (31)-(33) form an NE. Rewriting (27) and adding zero

Ji =

∫ +∞

0

Lidτ +

∫ +∞

0

V̇idτ + Vi(εi(0))− Vi(εi(+∞))

=

∫ +∞

0

Hi(εi,∇Vi, uopi , uop−i , ωi, ω−i, βi, β−i)dτ + Vi(εi(0))− Vi(εi(+∞)).
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Let V ∗i be a smooth positive semi-definite solution to (34). By completing the squares one has

Ji =Vi(εi(0))− Vi(εi(+∞)) +

∫ +∞

0

{Hi(εi,∇V ∗i , u∗opi , u
∗
op−i

, ω∗i , ω
∗
−i, β

∗
i , β
∗
−i)

+ (uopi − u∗opi)
TRii(uopi − u∗opi) +

N∑
j=1

αij(uopj − u∗opj )TRij(uopj − u∗opj )

+ 2

N∑
j=1

αiju
∗T
opjRij(uopj − u

∗
opj )−

N∑
j=1

αij∇V Ti Bj(uopj − u∗opj )

− γ2ξνi(ωi − ω
∗
i )TS1ii(ωi − ω∗i )− γ2ξνi

N∑
j=1

αij(ωj − ω∗j )TS1ij(ωj − ω∗j )

− 2γ2ξνi

N∑
j=1

αijω
∗T
j S1ij(ωj − ω∗j )−

N∑
j=1

αij∇V Ti P j(ωj − ω∗j )

− γ2βi
(βi − β∗i )TS2ii(βi − β∗i )− γ2βi

N∑
j=1

αij(βj − β∗j )TS2ij(βj − β∗j )

− γ2βi

N∑
j=1

αijβ
∗T
j S2ij(βj − β∗j )−

N∑
j=1

αij∇V Ti Bj(βj − β∗j )}dτ.

Since (39) is asymptotically stable, V ∗i (εi(+∞)) = 0. Set uopj = u∗opj , ωj = ω∗j , βj =
β∗j , ∀j ∈ Ni in the above equation. Then (38) follows easily.

2. Next, we obtain the optimal value of the game. Set uopi = u∗opi , ωi = ω∗i , βi = β∗i ; then,
J∗i = V ∗i (εi(0)).

3. It is concluded from part 2.

Remark 3
Theorem 2 shows that the controls u∗opi in (31) lead to the desired NE satisfying the L2 condition
(26) and thus solve Problem 2. Note however that Problem 2, and indeed all the developments of this
section, consider uopi and βi as independent signals, whereas those are in fact inseparably linked in
the actual control signal (19). This fact requires additional conditions, elaborated further in Section
5, guaranteeing that the control design proposed here solves the original Problem 1 of Section 3.

5. H∞ OUTPUT REGULATION USING GRAPHICAL GAME

In Section 4, we shown that V ∗i in (34) solves Problem 2, (see Theorem 2). Building on
developments of Section 4, in this section, we give conditions guaranteeing that the graphical
game solution V ∗i and the control designed from it can indeed be used to solve the H∞ output
regulation problem (Problem 1). Moreover, we give an upper bound for the overall L2-gain of output
synchronization error with respect to disturbances; i.e. Lδyω.

The overall system of (23)-(25) can be represented as in Fig. 1. There, we have two interconnected
subsystems. We name the upper block subsystem the nominal system, whose description is given
in (24)-(25) and we call the lower block subsystem the interconnected system whose description is
given in (23). This representation is useful as we can use a version of small-gain theorem (given
below) to prove L2-stability.

Theorem 3
Let H1 and H2 be two subsystems, whose inputs are u1, ω and u2, ω and outputs are y1, y2,
respectively. Let ω1, ω2 ∈ L2, and assume that H1 and H2 are interconnected as depicted in Fig. 2
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Figure 1. The representation of the nominal and the interconnected systems
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Figure 2. The interconnected system

and

‖y1‖L2
≤ L11‖ω‖L2

+ L12‖u1‖L2
, ‖y2‖L2

≤ L22‖ω‖L2
+ L21‖u2‖L2

. (40)

If L12L21 < 1, then y1 ∈ L2 and

‖y1‖L2 ≤ (1− L12L21)−1(L11 + L12L22)‖ω‖L2 . (41)

Proof
According to (40)

‖y1‖L2
≤ L11‖ω‖L2

+ L12‖u1‖L2
≤ L11‖ω‖L2

+ L12‖y2‖L2

≤ L11‖ω‖L2
+ L12(L22‖ω‖L2

+ L21‖y1‖L2
).

Hence

(1− L12L21)‖y1‖L2
≤ (L11 + L12L22‖ω‖L2

).

By the small gain theorem, the L2-gain stability is guaranteed if L12L21 < 1 and (41) follows.

The following theorem presents one of the main results of this paper; it specifies the set of
conditions such that V ∗i in (34) and the control based on it solve the H∞ output regulation problem
(Problem 1). Define
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Smi
:= max

i,j∈Ni

{σ(
√
αijS1ij), σ(

√
S1ii)}, βmi

:= max
i,j∈Ni

{σ(
√
αijS2ij), σ(

√
S2ii)},

Ly = max
i
{σ̄(CiTi)}

1

σ(Tg)
, L21 = max

i
σ̄(Ki)σ̄(L+G) max

i
σ̄(DiΨi) + max

i
σ̄((di + gi)K̄i)

L11 =

√√√√ N∑
i=1

σ(
√
Qi)−2γ2ξνiS

2
mi
, L12 =

√√√√ N∑
i=1

σ(
√
Qi)−2γ2βi

β2
mi
,

Tg =

[
(L+G)⊗ Il 0

0 I∑N
i=1 ni−Nl

]
.

(42)

Theorem 4
Let Assumptions 1-5 hold. Let V ∗i be a quadratic positive semi-definite solution to (34) and u∗opi(V

∗
i )

in (31) be the optimal policy. Assume that the controller gain Ki is obtained according to Remark
2. If either (i) σ̄(Ki)σ̄(DiΨi) and σ̄(K̄i) are sufficiently small or (ii) γβi

is sufficiently small for
i = 1, ..., N , then,

1. An upper bound for the L2-gain of output synchronization error δy with respect to ω is given
by

Lδyω = Ly(1− L12L21)−1L11. (43)

2. Distributed control (8) solves the H∞ output regulation problem (Problem 1).

Proof

1. Consider subsystem H1 from Theorem 3 as the overall system of (25). This subsystem has
two inputs ω and β, where ω is the disturbance input and β is related to the subsystem H2,
and one output ε. First note that we always have∫ T

0

σ(
√
Qi)

2‖εi‖22dτ ≤
∫ T

0

εTi Qiεi + uTopiRiiuopi +

N∑
j=1

αiju
T
opjRijuopjdτ.

Using the above inequality in accordance with (26),∫ T

0

‖ε‖22dτ =

∫ T

0

N∑
i=1

‖εi‖22dτ

≤
N∑
i=1

σ(
√
Qi)
−2γ2ξνiS

2
mi

∫ T

0

‖ω‖22dτ +

N∑
i=1

σ(
√
Qi)
−2γ2βi

β2
mi

∫ T

0

‖β‖22dτ.

Hence, the L2 gain of ε with respect to ω and β reads

‖ε‖L2
≤

√√√√ N∑
i=1

σ(
√
Qi)−2γ2ξνiS

2
mi
‖ω‖L2

+

√√√√ N∑
i=1

σ(
√
Qi)−2γ2βi

β2
mi
‖β‖L2

. (44)

Next, we consider the subsystem H2 from Theorem 3 as (23) with input ε and output β.
According to the definition of β in (23), the L2 gain of β with respect to ε reads

‖β‖L2
≤ (max

i
σ̄((di + gi)K̄i) + max

i
σ̄(Ki)σ̄(L+G) max

i
σ̄(DiΨi))‖ω‖L2

. (45)
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By substituting (45) in (44)

‖ε‖L2
≤ (1− L12L21)−1L11‖ω‖L2

. (46)

By Theorem 3, ε ∈ L2 if L12L21 < 1 which is satisfied by either of the conditions (i)-(ii) in
the body of the theorem. Let x̄i = [δTξi , ν

T
i ] where δξi = ξi − ξ0. Let ε and x̄ be the overall

vectors of εi and x̄i respectively. Then,

ε = Tgx̄, (47)

where Tg is given in (42). Using (46)-(47), the L2-gain of the output synchronization error
δyi = Cixi −R1ξ0 = CiTix̄i in (12) with respect to ω reads

‖δy‖L2
≤ Ly(1− L12L21)−1L11‖ω‖L2

, (48)

which gives the upper bound in (43).
2. To prove that (8) solves the H∞ output regulation problem, we need to show that the three

properties in Problem 1 hold.

a. By (46)-(47), x̄ ∈ L2. Because of the linearity of the system and by setting ω ≡ 0, one
can conclude that x̄→ 0. Using the definition of x̄Ti = [ξi − ξ0, νi], by setting ξ0 ≡ 0,
we have xi → 0.

b. By (48), δy ∈ L2. By linearity of the system and ω ≡ 0, we conclude that δy → 0.
Similarly, we can show that δz → 0.

c. The L2-gain of δy with respect to ω is given in (48) and its finiteness is guaranteed by
the conditions (i) or (ii) in the body of the theorem.

Remark 4
In Section 4, the designed control uopi and the signal βi were considered separate while they are
linked in the actual control signal (19) owing to heterogeneity of the agents. Theorem 4 reconciles
development of graphical games in Section 4 with the original problem and takes the linkage of
uopi and βi in the actual control signal (19) into consideration. This requires additional conditions
(given in the body of Theorem 4) that do not appear for homogeneous agents. Note that conclusions
of Theorem 4 indeed reduce for identical agents to the cases familiar from the literature [18, 19].
Note also that the graph in our result is not required to be acyclic [31].

6. ONLINE SOLUTION TO H∞ GRAPHICAL GAME

As we dicussed in Section 4, one needs to obtain solutions to the coupled partial differential HJB
equations (34) to solve the graphical game problem. It is in general impossible to solve these
equations analytically. However, RL has shown promising results in solving such complicated
coupled equations numerically and is the only viable method applicable in real time. In this section,
we propose a numerical RL procedure to design the controller gain Ki and to obtain solutions to the
coupled HJB equations (34) in real time. Note that because of the heterogeneity of the agents in our
paper, the RL frameworks in [18, 19] cannot be used.

Our online learning structure uses four adaptive networks. The first network approximates the
value function and is named the critic network. The second one approximates the control policy and
is named the actor network. The third and fourth networks approximate the disturbances ωi and βi.

Assume that the value function Vi(εi(t)) is smooth. Then, according to Weierstrass higher-order
approximation theorem, one can approximate Vi(εi(t)) by

Vi(εi) = WT
i Φi(εi) + εi,
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in which, Φi is a basis function vector with µni
neurons, Wi is the optimal weight and εi is the

approximation error. The weights of the critic network, which provide the best approximation to
(34), are unknown. Let Ŵi denote the current estimate of the critic weights. Then, the approximated
value function is given by

V̂i(εi) = ŴT
i Φi(εi), (49)

and the approximated error of the Bellman equation is

Hi = Li + ŴT
i ∇Φiε̇i = εHi

. (50)

Next, we define an actor network to approximate the optimal policy

ûopi = −1

2
R−1ii B̄

T
i ∇ΦTi Ŵi+N , (51)

where Ŵi+N denotes the current estimate of the actor weights. Also, we use two additional networks
to approximate the worst-case disturbances (32)-(33)

ω̂i =
1

2
γ−2ξνiS

−1
1ii P̄

T
i ∇ΦTi Ŵi+2N , (52)

β̂i =
1

2
γ−2βi

S−12ii B̄
T
i ∇ΦTi Ŵi+3N , (53)

where Ŵi+2N and Ŵi+3N denote the current estimates of the weights of disturbances ωi and βi
respectively.

The following theorem presents another main result of this paper; it gives the tuning laws for
the adaptive network weights such that the HJB equation (34) is solved numerically, and closed-
loop system of (25), the weight estimation errors W̃i = Wi − Ŵi, W̃i+N = Wi − Ŵi+N , W̃i+2N =
Wi − Ŵi+2N , W̃i+3N = Wi − Ŵi+3N are Uniformly Ultimately Bounded (UUB) [18].

Theorem 5
Consider Problem 2 and let the conditions in Theorem 4 hold. Assume that the value function, the
policy and the disturbances are estimated by (49) and (51)-(53) respectively. Assume that

σi+N = ∇Φi{Āiεi + B̄iûopi + P̄iω̂i + B̄iβ̂i −
N∑
j=1

αij(Bj ûopj + P jω̂j +Bj β̂j)}, (54)

is Persistently Exciting (PE). Tune the weights of the critic network as

˙̂
Wi = −ai

σi+N
(1 + σTi+Nσi+N )2

εopHi
(55)

Copyright © 2018 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (2018)
Prepared using rncauth.cls DOI: 10.1002/rnc

111



DIFFERENTIAL GRAPHICAL GAMES FOR H∞ CONTROL 17

where εopHi
is obtained by inserting (51)-(53) in (50). Tune the weights of the actor and disturbance

networks as

˙̂
Wi+N =− ai+N{(S̄1iŴi+N − T̄1iσ̄Ti+NŴi)−

1

4
D̄iŴi+N

σ̄Ti+N
msi

Ŵi

− 1

4

N∑
j=1

αji∇ΦiB̄iR
−1
ii RjiR

−1
ii B̄

T
i ∇ΦTi Ŵi+N

σ̄Tj+N
msj

Ŵj},
(56)

˙̂
Wi+2N =− ai+2N{(S̄2iŴi+2N − T̄2iσ̄Ti+NŴi) +

1

4
γ−2ξνiĒ2iŴi+2N

σ̄Ti+N
msi

Ŵi

+
1

4
γ−2ξνi

N∑
j=1

αji∇ΦiP̄iS
−1
1iiS1jiS

−1
1ii P̄

T
i ∇ΦTi Ŵi+2N

σ̄Tj+N
msj

Ŵj},
(57)

˙̂
Wi+3N =− ai+3N{(S̄3iŴi+3N − T̄3iσ̄Ti+NŴi) +

1

4
γ−2βi

Ē3iŴi+3N

σ̄Ti+N
msi

Ŵi

+
1

4
γ−2βi

N∑
j=1

αji∇ΦiB̄iS
−1
2iiS2jiS

−1
2ii B̄

T
i ∇ΦTi Ŵi+3N

σ̄Tj+N
msj

Ŵj},
(58)

where,

σ̄i+N =
σi+N

1 + σTi+Nσi+N
, msi = 1 + σTi+Nσi+N ,

D̄i = ∇ΦiB̄iR
−1
ii B̄

T
i ∇ΦTi , Ē2i = ∇ΦiP̄iS

−1
1ii P̄

T
i ∇ΦTi , Ē3i = ∇ΦiB̄iS

−1
2ii B̄

T
i ∇ΦTi ,

(59)

and ai > 0, ai+N > 0, ai+2N > 0, T̄1i > 0, S̄1i > 0, T̄2i > 0, S̄2i > 0, T̄3i > 0, S̄3i > 0, i =
1, ..., N are the tuning parameters. Then,

1. The closed-loop system of (25), the weight estimation errors W̃i, W̃i+N , W̃i+2N and W̃i+3N

are UUB.
2. εHi

is UUB and Ŵi converges to the approximated solution of the HJB equation (34) for
i = 1, ..., N .

3. ûopi , ω̂i, β̂i converge to the approximated NE.

Proof
The proof is similar as in [17].

Remark 5
The tuning laws (55)-(58) in Theorem 5 are fully distributed and they depend only on local
information available to each single-agent. Hence those are indeed applicable on undirected graphs,
satisfying Assumption 1. The tuning laws (55)-(56) bring solutions to coupled HJB equations (34)
and the applicable controls (19) in real time for heterogeneous agents. Additional adaptive networks
(53) are used to estimate the βi signals stemming from agent heterogeneity. These networks are
absent for homogeneous agents, see [18, 19].

7. SIMULATION RESULTS

Consider a group of five followers and one leader communicating with each other according to the
graph shown in Fig. 3. The edge weights in the communication graph are all set to one. Consider
the followers’ dynamics as
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Leader

2f1f

3f 4f

5f

Figure 3. The communication graph


ẋi =


0 1 0 0

−1 0 0 0

0 0 −7 2

0 0 0 −4

xi +


0

1

−0.2

0

ui +


0

1

0

0

ωi
yi =

[
1 1 1 1

]
xi, zi =

[
1 0 0 0

0 1 0.005 0

]
xi, for i = 1, 3, 5,

ẋ2 =

 0 1 0

−1 0 0

0 0 −2

xi +

0.1

1

0.2

ui +

0

1

1

ωi,
yi =

[
1 1 −1

]
xi, zi =

[
1 0 0.001

0 1 −0.003

]
xi, for i = 2, 4.

Consider the leader’s dynamics as

ξ̇0 =

[
0 1
−1 0

]
ξ0, y0 =

[
1 1

]
ξ0, z0 =

[
1 0
0 1

]
ξ0.

According to the followers’ and the leader’s dynamics one can find that

Πi =

1 0
0 1
0 0
0 0

 , Ψi =

0 0
0 0
1 0
0 1

 , for i = 1, 3, 5, and Πi =

1 0
0 1
0 0

 , Ψi =

0
0
1

 , for i = 2, 4.

We use four adaptive networks as detailed in Section 6 to solve the differential graphical game
for H∞ output regulation in real time. The weights in the L2-condition (26) are selected as

Qi = 10I, S1ii = 1I, S2ii = 1I, Rii = 0.5, S1ij = 0.05I, S2ij = 0.05I

Rij = 0.05, γξνi = 1.5, γβi = 0.8, i = 1, ..., 5, j ∈ Ni.

We select the tuning parameters as

ai = 1, ai+N = ai+2N = ai+3N = 0.1, S̄1i = S̄2i = S̄3i = 1I, T̄1i = T̄2i = T̄3i = 1I, i = 1, ..., 5.

The graphical game is implemented according to Theorem 5 and the gain Ki is obtained as shown
in Remark 2. The worst-case disturbances in (52) are applied to the agents and are shown in Fig. 4a.
The y-output synchronization errors for followers 1-5 are shown in Fig. 4b. Our simulation example
illustrates feasibility and efficiency of adaptive networks for solving coupled HJB equations (34)-
those networks perform sufficiently fast to be run online for reasonably large systems.
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(a) The worst-case disturbances ωi, i = 1, ..., 5
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(b) y-output synchronization error δyi, i = 1, ..., 5

Figure 4. H∞ output regulation results

8. CONCLUSION

In this paper, we have defined H∞ graphical games for linear heterogeneous agents. Because of
heterogeneity of the agents, we have used the output regulation theory to define the node error
dynamics properly. Our graphical games formulation has two important properties: firstly, the agents
are heterogeneous and secondly, unmodelled disturbances are present. This allows us to solve output
regulation and H∞ output regulation problems. We have obtained an upper bound for the L2-gain
of the output synchronization error with respect to disturbances which has not been hitherto derived
in the graphical game framework. We believe that the current developments shed some light on the
problem of graphical games with heterogeneous agents.
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6. DISTRIBUTED OBSERVER AND CONTROLLER DESIGN FOR SPATIALLY DISTRIBUTED SYSTEMS 

Xueji Zhang, Kristian Hengster-Movric, Michael Sebek, Wim Desmet, Cassio Faria, Distributed 

observer and controller design for spatially distributed systems, IEEE Transactions on Control 

Systems Technology, pp. 1-13, 2017 

This chapter appears originally published in the IEEE Transactions on Control Systems Technology, 

(IF: 4.883), in 2017. Its main motivation is to address the pressing industrial concerns over 

vibration suppression in emerging smart materials and structures. In order to satisfy the ever 

stricter environmental criteria the manufacturers are looking into light-weight constructions that 

usually have decreased inherent vibration damping; hence the need for smart materials or piezo-

composites that are able to do the job. Results presented in this paper show a successful 

application of distributed estimation via cooperative consensus for each actuating agent to gain 

an estimate of the overall environment, which is then used for its control. Measurements from 

different sensing agents are fused by the network to achieve this. Separation principle is found 

not to hold for this dynamic regulator architecture so some care must be exercised in specifying 

the observers’ and controllers’ parameters to guarantee overall observer convergence and system 

stability. The measurements considered here are only partial, but otherwise assumed to be of 

perfect accuracy. 

This chapter tackles networked distributed observer and controller design problems over directed graph 

topology for spatially interconnected systems. Traditional centralized design methods suffer from a lack of 

adaptability to graph variations incurred by network reconfiguration, communication failures, and redundant 

sensors integration. In this paper, to handle the foregoing limitations imposed by centralized design, state 

observers are designed in a distributed manner facilitated by pinning control precepts. On the one hand, this 

novel approach adds fault tolerance with respect to communication link failures. On the other hand, the 

proposed approach brings flexibility of integrating additional sensors into the network. In addition, this 

approach affords a reduction of computational cost. A sufficient condition to guarantee stability of the closed-

loop system is derived. The controllers, though in the end implemented in a distributed way, are designed in a 

centralized framework, where linear-quadratic-regulator theory is adopted to handle the fact that separation 

principle fails to hold in the networked observer and controller design. Numerical simulation results of a 

piezoelectric actuated smart flexible system are presented, and the effectiveness of the proposed design is 

thereby verified. 
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Abstract— This paper tackles networked distributed observer
and controller design problem over directed graph topology for
spatially interconnected systems. Traditional centralized design
methods suffer from a lack of adaptability to graph variations
incurred by network reconfiguration, communication failures,
and redundant sensors integration. In this paper, to handle
the foregoing limitations imposed by centralized design, state
observers are designed in a distributed manner facilitated by
pinning control precepts. On the one hand, this novel approach
adds fault tolerance with respect to communication link failures.
On the other hand, the proposed approach brings flexibility of
integrating additional sensors into the network. In addition, this
approach affords a reduction of computational cost. A sufficient
condition to guarantee stability of the closed-loop system is
derived. The controllers, though in the end implemented in
a distributed way, are designed in a centralized framework,
where linear-quadratic-regulator theory is adopted to handle
the fact that separation principle fails to hold in the net-
worked observer and controller design. Numerical simulation
results of a piezoelectric actuated smart flexible system are
presented, and the effectiveness of the proposed design is thereby
verified.

Index Terms— Consensus, distributed control, flexible struc-
tures, large-scale systems, networked control, pinning control,
vibration damping.

I. INTRODUCTION
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smart cities, automated highway, and Internet of Things have
paved the way for a more intelligent future world. With
rapid advances and integration of computing, communica-
tion, and smart sensing technologies, small-size and low-cost
sensing devices empowered with embedded processing and
communication capabilities have been deployed in a wide
range of environments [1]–[4]. These technical achievements
have attracted researchers from a variety of disciplines to the
emerging field of networked control systems [5]–[7], and their
synonymous cyber-physical systems in which cyber networks
interact with humans and physical plants intensively [8]–[10].

The nascent networked/distributed control systems exhibit
many advantages. First, communication via a network pro-
vides the potential to improve the overall system performance
compared to purely decentralized control architectures, since
fusion of global information enables the distributed control
stations (decision makers) to gain deeper insights into the con-
sidered plant and thereafter make more intelligent decisions.
Second, it reduces the implementation costs and complexity:
for large-scale plants—a large number of system states and
inputs/outputs or a geographically distributed plant—it might
be costly to have a complete network with all-to-all links [11]
or send all sensory information to a centralized controller,
which would require a high communication bandwidth. Peer-
to-peer networks, instead, can mitigate the communication
overhead since each node or agent in the network com-
municates (transmits and/or receives information) only with
its neighborhood. Physical wires are further eliminated in
wireless actuator and sensor networks [12], [13]. Furthermore,
with redundant communication links, networked/distributed
control architecture can add the fault-tolerance property or
retain graceful degradation in the case of single components
(like sensors, actuators, and control stations) failures [5].
In contrast, a centralized controller might suffer a potential
catastrophic failure. Additionally, the networked system bene-
fits from scalability or flexibility if extra components such as
actuators, sensors, or even control stations are integrated into
the network in a plug-and-play fashion.

Versatile as it is, networked control paradigm induces many
challenges as well [5], [6], of which distributed estimation/
observation of system states is a fundamental problem,
especially when observer-based control strategies are exploited
to improve the system performance. In the past decade, a vari-
ety of related results have been reported [14]–[17]. In partic-
ular, with the theoretical framework of consensus protocols
introduced in [18] and [19], consensus-based estimation has
been extensively reported for linear systems (see [20]–[29]).

1063-6536 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 1. Networked architecture equipped with distributed actuators and
sensors over a large-scale plant.

Effort has also been devoted to tackling multiagent sys-
tems with nonlinear dynamics for consensus reaching and
tracking [30]–[34].

In this paper, we design networked observers that fuse state
estimates and controllers for linear-time-invariant spatially
interconnected plants. Examples of such plants are furnished
by large-scale flexible structures such as aircraft fuselage,
truss bridges, and lattice towers. Mechanical and structural
vibrations could be detrimental to the functioning and safety
of these plants, hence effective vibration suppression is desired
in many occasions. A schematic of the architecture in the
networked control context is depicted in Fig. 1. Each agent
possesses all or some of the following functions: sensing,
actuation, communication, and information processing. Design
of state observers and controllers for all the agents is a crucial
problem for the considered networked architecture. As is
widely known, observability is a measure for how well internal
states of a system can be inferred from the knowledge of
external system outputs [35]. In the networked system shown
in Fig. 1, each measurement can have a different contribution
from different system internal states. For example, a sensor
placed at a given location on a flexible structure can detect
some vibration modes more easily than others [36]. Hence,
in this paper, each observer builds part of state estimates
based on its local measurements, and the remaining part based
on the consensus algorithm. Specifically, each observer has
a communication matrix with a predefined structure depend-
ing on its local observability. Facilitated by the concept of
synchronizing region in pinning control theory [37], [38], a
distributed design procedure for the observers is proposed. The
controllers, though in the end implemented in a distributed
way, are designed in a centralized framework, where linear-
quadratic-regulator theory is adopted to handle the fact that the
separation principle fails to hold in the networked observer
and controller design.

This paper differs from the spirit of many prior results.
Our scheme allows the sensors in each agent to observe
only some portions of the total plant states and requires
only global observability, i.e., observability from all outputs
taken together. This should be contrasted with [15], where
each agent necessarily observes all the unstable states of the
system. However, unlike [15], we do not consider the process
and measurement noises, as this paper mainly focuses on the

convergence and stability of designed distributed observers and
controllers. Since we want all the observers’ states to reach
consensus asymptotically and to track the plant states, in con-
sequence, each observer needs to estimate the total plant states,
which is different from [25] where heterogeneous subspaces of
the plant state are estimated among the distributed observers.
On the one hand, we do not need to consider the projection
matrices to match the heterogeneous subspaces of states of
neighboring observers. On the other hand, however, we do
require global observability of the network of distributed
observers. Compared to [29], we do not guarantee optimality
in any sense, but our proposed approach is distributed since the
observer design equations are single-agent based. This leads
to scalability or flexibility in terms of integrating additional
sensors to the existent network and robustness to communi-
cation link failures as long as the connectivity requirements
are satisfied. An additional merit of our distributed approach,
in contrast with [29], is reduction of computational effort,
as the total computational complexity grows linearly with
the number of agents, while for each single agent, the effort
depends only on the order of the plant. An early-stage work
along these lines has been reported in [39], which relies on
an assumption [39, Assumption 1] adopted for mathematical
simplicity. This assumption presumes that the internal states
of the considered plant can be decomposed into disjoint
groups according to the measured outputs, and it is found
to be at odds with some important realistic cases, in par-
ticular flexible structures. This paper therefore attempts to
relax this assumption, so that the design procedure can be
more successfully applied to vibration damping for flexi-
ble structures. The main contributions of this paper are as
follows.

1) The communication graph topology is separated from
the observer/controller design. And the requirements on
graph topology are relaxed from (connected) undirected
graphs to more general directed graphs, compared with
[15], [28], and [34].

2) Since the observer design is single-agent based, it leads
to flexibility in terms of integrating additional sensors
to the existent network and graceful degradation in case
of communication link failures as long as connectivity
requirements remain satisfied. These properties are not
expected in [29].

This paper is organized as follows. Necessary mathematical
preliminaries and problem formulation are given in Section II.
Distributed observer design without considering controls is
elaborated in Section III. Distributed controller design is
analyzed in Section IV. Numerical simulations of vibration
reduction for a representative smart flexible structure are
presented in Section V. Finally, Section VI concludes this
paper.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries on Graph Theory and Notation

The communication topology for state estimates is
represented by a directed graph [40]. A directed graph
G = (V, E,A) consists of a set of nodes V � {1, 2, . . . , p},
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a set of edges E ⊂ V ×V , and an associated adjacency matrix
A = [ai j ]. An edge (i, j) is graphically depicted by an arrow
with the head node i and the tail node j , indicating that the
information flows from node j to node i . Each entry ai j of A
is the weight associated with the pair (i, j), and in this paper,
it is taken that ai j = 1 if (i, j) ∈ E ; ai j = 0, otherwise. We
consider simple graphs with no self-edges, namely, aii = 0
and ∀i ∈ V . The set of neighbors of node i is denoted
as Ni � { j |(i, j) ∈ E}. Define the in-degree of node i as
di �

∑p
j=1 ai j and in-degree matrix as Din � diag{di }. The

graph Laplacian matrix is then defined as L � Din − A.
A sequence of successive edges in the form of

{(i, k), (k, l), . . . , (m, j)} is a directed path from node j to
node i . A directed tree is an acyclic directed graph with
a root node such that there is a unique directed path from
that root node to every other node in the directed tree.
A spanning tree of G is a directed tree that contains all the
nodes of G [40]. A directed forest is a disjoint union of
directed trees. A spanning forest of G is a directed forest that
contains all the nodes of G. A graph H is a subgraph of G
if V(H) ⊆ V(G), E(H) ⊆ E(G) and A(H) is a restriction
of A(G) [40]. A square matrix is an M-matrix if all its off-
diagonal elements are nonpositive and all its eigenvalues have
positive real parts [41], [42].

Throughout this paper, ⊗ is used to denote the Kronecker
product [43]. 1p denotes a vector of dimension of p with
all entries equal 1. Ip denotes an identity matrix of dimension
p× p. 0 stands for a zero matrix with a compatible dimension
in context. 0m×n denotes a zero matrix with dimension m ×n.
λ(A) denotes the eigenvalue of the matrix A. Re(λ) represents
the real part of λ. λmin(A) and λmax(A) are adopted to denote
the minimum and maximum eigenvalue of a real symmetric
matrix A, respectively. |V | denotes the cardinality of the set V .

B. Problem Formulation

The considered dynamics of the plant is in the form of

⎧
⎨

⎩

ẋ(t) = Ax(t) +
p∑

i=1
Biui (t) = Ax(t) + Bu(t)

yi (t) = Ci x(t), i = 1, 2, . . . , p
(1)

where x ∈ R
n is the state of the plant, ui ∈ R

mi and i ∈ V ,
are the control inputs of agent i , yi ∈ R

pi and i ∈ V are the
system outputs which are measurements by different agents,
and

B = [
B1 B2 . . . Bp

] ∈ R
n×m

u = [
uT

1 uT
2 . . . uT

p

]T ∈ R
m .

To allow for a distributed design in Section III, we need
to transform A ∈ R

n×n to a block diagonal matrix. For
example, one widely used technique is Jordan decomposition
[44]. In fact there always exists a nonsingular real matrix
� = [

�1 �2 . . . �l
] ∈ R

n×n such that A�i = �i Ai and

A� = � Ã, where

Ã =

⎡

⎢
⎢
⎢
⎣

A1
A2

. . .

Al

⎤

⎥
⎥
⎥
⎦

∈ R
n×n , �i ∈ R

n×ni .

Ai ∈ R
ni×ni is the Jordan block which has one of two

forms [45]. However, it should be pointed out that the Jordan
decomposition here serves only as an example for the block-
diagonalization of the real matrix A; it is by no means the
unique approach. The main motivation for focusing on block-
diagonal system matrices here is our consideration of the
eigenmodes in flexible structures. For the problem considered
in this paper, we suppose that � is given or can be found
without difficulty such that Ã = �−1 A� is block diagonal.
With the linear transformation x = �z = ∑l

i=1 �i zi , where
z = [zT

1 zT
2 . . . zT

l ]T ∈ R
n , zi ∈ R

ni , and
∑l

i=1 ni = n, the
dynamics of the plant becomes

⎧
⎨

⎩

ż(t) = Ãz(t) +
p∑

i=1
B̃i ui (t)

yi (t) = Ci�z(t)
i ∈ V . (2)

Herein, B̃i = �−1 Bi . Furthermore, for conciseness and clarity
of notation, throughout the rest of the paper, we define the
set S � {1, 2, . . . , l}. In addition, we make the following
assumption.

Assumption 1: Ci j � Ci� j �= 0, where i ∈ V and
j ∈ S, if and only if the state group z j is observable from the
measurement yi .

Remark 1: In general, Assumption 1 is a strong assumption:
if z j is observable from yi , certainly Cij �= 0, but not
necessarily vice versa. Assumption 1 is equivalent to saying
that a state-group permutation alone can bring the system to a
Kalman decomposed form [46]. This is trivially satisfied if all
A j blocks are distinct and have the dimension of 1: n j = 1
and ∀ j ∈ S. For A j blocks of dimension larger than 1, this
assumption is reasonable in this paper due to two facts; the first
one is that Assumption 1 is approximately satisfied by flexible
structure dynamics, as we consider the eigenmodes which are
dynamically independent, and this induces a partition of each
output Ci into Cij matrices; the second fact is that even if
Assumption 1 is only approximately satisfied, in the sense
that if Cij �= 0 but small in magnitude, such Cij can be
neglected completely for design, and hence the pertaining z j

is classified as unobservable from output yi . Our proposed
design in Section III is robust enough to withstand putting
such z j simply in the set of unobservable state groups (see
the discussion in Section III-B).

Definition 1: The observable set of agent i , i ∈ V , is defined
as Oi � { j ∈ S|Cij �= 0}; the unobservable set of agent i ∈ V
is defined as Oi � { j ∈ S| j �∈ Oi }.

Definition 2: The converse observable set of z j , j ∈ S, is
defined as D j � {i ∈ V |Cij �= 0}; the converse unobservable
set of z j is defined as D j � {i ∈ V |i �∈ D j }.

Note that Definition 1 and Definition 2 are conjugate:
j ∈ Oi ⇐⇒ i ∈ D j ; j ∈ Oi ⇐⇒ i ∈ D j .
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Assumption 2: The system is globally observable

O1 ∪ O2 ∪ . . . ∪ Op = S.

This simply means that the entire system is observable from
all outputs taken together.

As introduced in Section I, p agents are assigned to the
plant. The structure of agent i , i ∈ V , is in the form of

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̂zi (t) = Ãẑi (t) + Li (yi (t) − ŷi (t))

+Fi ·
(

∑

k∈Ni

aik(ẑk(t) − ẑi (t))

)

+ B̃Ûi (t)

ŷi (t) = Ci�ẑi (t)

Ûi (t) = K ẑi (t)

ui (t) = Ki ẑi (t)

(3)

where ẑi ∈ R
n is the state estimate vector of observer i ,

Li ∈ R
n×pi is the Luenberger-like observer gain [47],

Fi ∈ R
n×n is the communication matrix, and B̃ = �−1 B .

Note that ẑi has a different dimension from zi ∈ R
ni , since

ẑi is the state estimate of the total system; while zi is a
subset of the system states. Note also that all the observers
share the same drift dynamics Ã which equals that of the
plant. This way, each observer replicates the dynamics of
the entire plant and if synchronized to the plant state, they
would all continue to track it with no need for further
communication. The agent i estimates the system states via
two information sources: one is the local measurement yi ,
accounted by the term Li (yi − ŷi ), and the other is the
state estimate from neighboring agents, appearing in the term
Fi ·[∑k∈Ni

aik(ẑk(t)−ẑi (t)]. It is considered that the controller
in each agent generates an estimate-based local control action
to the plant, ui (t), as shown in (3). Herein, Ki ∈ R

mi ×n is the
local feedback matrix to be designed for agent i . Ûi ∈ R

m is
the estimation, by agent i , of the overall control action applied
to the plant, and it is constructed based on the local state
estimate: Ûi = K ẑi , where K ∈ R

m×n is the global feedback
matrix

K = [
K T

1 K T
2 . . . K T

p

]T
. (4)

Remark 2: Different possibilities for Ûi exist, for exam-
ple, neighboring estimates could be used. However, in all
such distributed cases, unless all the local state estimates ẑi ,
∀i ∈ V , reach consensus, each control estimation Ûi is
different from the actual control action u applied to the system.
This mismatch leads to a feature not appearing in the conven-
tional centralized observer and feedback design. Specifically
speaking, the controller design is not completely separated
from the observer design, making the problem complex as
elaborated later in Section IV.

Note that even though in (3) the local control action ui

appears for each agent, in practice depending on matrix B or
B̃, it is allowed that some agents apply no control actions, as
long as the following global controllability holds.

Assumption 3: The pair (A, B) (or equivalently the pair
( Ã, B̃)) is controllable.

Assumption 4: The communication graph G, given a priori,
satisfies the following condition: for any j ∈ S, the

subgraph G j , formed by the nodes belonging to D j , has
outgoing edges pinning into all the roots of a spanning
forest of the subgraph G j , formed by the nodes belonging
to D j .

Remark 3: Note that we consider general directed graph,
whereas many existing results [15], [28], [34] focus only on
undirected graphs.

In summary, the problem addressed in this paper is to
design distributed observers (parameters: {Li }, {Fi } in (3))
and controllers (parameters: {Ki } in (3)) to achieve asymptotic
state omniscience [48] and stabilization, namely

⎧
⎨

⎩

lim
t→∞ (ẑi (t) − z(t)) = 0,∀i ∈ V
lim

t→∞ z(t) = 0.
(5)

III. DISTRIBUTED OBSERVER DESIGN

This section proposes a distributed design for the distributed
observers. Observers are designed here without applying any
control actions ui s and also without control signal estimates
Ûi s, namely, in (3) let Ki = 0 and ∀i ∈ V .

A. Main Results

The dynamics of the autonomous plant becomes
⎧
⎨

⎩

ż(t) = Ãz(t)

yi (t) = Ci�z(t) = ∑

j∈Oi

Ci j z j (t), i ∈ V . (6)

Accordingly, the dynamics of the observers then reads
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

˙̂zi (t) = Ãẑi (t) + Li (yi (t) − ŷi (t))

+Fi ·
(

∑

k∈Ni

aik(ẑk(t) − ẑi (t))

)

ŷi(t) = Ci�ẑi (t)

i ∈ V . (7)

Similar to the internal states of the plant, states of each
observer are divided accordingly into l groups

ẑi �

⎡

⎢
⎢
⎢
⎣

ẑi1
ẑi2
...

ẑil

⎤

⎥
⎥
⎥
⎦

∈ R
n, ∀i ∈ V, ẑi j ∈ R

n j , ∀ j ∈ S. (8)

We rearrange the states of each observer i , i ∈ V , such that
the new state vector ẑnew

i is a tandem of observable state vector
ẑio ∈ R

nio , containing zi j s, for j ∈ Oi and unobservable state
vector ẑiō ∈ R

niō , containing zi j s, for j ∈ Oi . Specifically,
for each ẑi , there is a permutation matrix Ti such that ẑnew

i =
[ẑio ẑiō] = Ti ẑi . Correspondingly, in the new coordinates, the
dynamical and output matrices are

⎧
⎪⎪⎨

⎪⎪⎩

Ti ÃT −1
i = Ti ÃT T

i =
[

Aio

Aiō

]

Ci�T T
i =

[
Cio 0pi×niō

]
.

(9)

Remark 4: After this permutation of state groups, the plant is
in Kalman decomposed form, as made possible by Assump-
tion 1. It can be concluded that for ẑio , a Luenberger-like
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observer can be designed relying only on the local mea-
surements yi to estimate the corresponding part of the plant
states.

However, to make the state ẑiō converge to the correspond-
ing part of system state which is unobservable for agent i , the
local measurements are to no avail, so the observer i needs
information from the communication network. The dynamics
of each component of ẑiō , ẑi j , is considered separately. Hence,
we propose to decompose the dynamics of each observer i ,
i ∈ V , in

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

˙̂zio(t) = Aio ẑio(t) + Lio(yi (t) − ŷi (t))
˙̂zi j (t) = A j ẑi j (t)

+c j Fj

(
∑

k∈Ni

aik(ẑk j (t) − ẑi j (t))

)

, j ∈ Oi

ŷi (t) = ∑

j∈Oi

Ci j ẑi j (t) = Cioẑio(t).

(10)

Herein Lio is the observer gain matrix, c j > 0 is the scalar
coupling gain, and Fj ∈ R

n j ×n j is the communication matrix.
For the observer i , Lio , {c j } and {Fj }, j ∈ Oi are the
parameters to be designed. The rationale of decomposing the
dynamics of each observer as shown in (10) is to allow for a
distributed design later.

Remark 5: In (10), c j and Fj can take a more general
form, reflected by notation ci j and Fij . However, with the
first subscript omitted here, different observers share some
of the design parameters. For example, if Oi ∩ Ok �= ∅,
then for j ∈ Oi ∩ Ok , observer i and k will share
the same parameters c j , Fj . The motivation for omitting
the first subscript is to adopt the synchronizing region
theory for distributed design as illustrated later in this
section.

For system integration, it is worth to explicitly relate (7)
with (10) via the following equations:

Li = T T
i

[
Lio

0niō×pi

]

(11)

Fi = T T
i

[
0nio×nio 0nio×niō

0niō×nio diag{c j Fj }
]

Ti . (12)

For convergence analysis, define the observation error of
observer i for the state z j as

δi j � ẑi j − z j . (13)

For observer i , stack all the δi j values with j ∈ Oi together,
and denote them as δio. These are the observation errors of
observer i for state groups z j s which observer i estimates
locally.

Proposition 1: The dynamics of δio, i ∈ V is

δ̇io = (Aio − LioCio)δio. (14)

The proof is immediate from (6) and (10).

Proposition 2: For j ∈ Oi , the dynamics of δi j is

δ̇i j = A jδi j + c j Fj

⎡

⎣
∑

k∈Ni

aik(δkj − δi j )

⎤

⎦ = A jδi j

+ c j Fj

⎡

⎢
⎢
⎢
⎣

∑

k∈Ni ,

k∈D j

aik(δkj − δi j ) +
∑

k∈Ni ,
k∈D j

aik(δkj − δi j )

⎤

⎥
⎥
⎥
⎦

= A jδi j + c j Fj

⎡

⎢
⎣

∑

k∈D j

aikδkj −
∑

k∈Ni

aikδi j

⎤

⎥
⎦

+ c j Fj

∑

k∈D j

aikδkj . (15)

The proof is immediate from (6) and (10). We denote the
last term in (15) as vi j = c j Fj

∑

k∈D j

aikδkj .

Fixing j , stack all the δi j s with i ∈ D j , denoted as
δō j ∈ R

n j |D j |. These are the observation errors with respect
to state z j for all those observers that do not estimate z j

directly, relying not on the local measurements but rather on
the information from the network.

Proposition 3: The dynamics of δō j , j ∈ S, is

δ̇ō j = (I|D j | ⊗ A j − c jL j ⊗ Fj )δō j + v j (16)

where v j is a stack of vi j s with all i ∈ D j . L j is obtained via
deleting the kth row and column from the original Laplacian
matrix L of graph G, for all k ∈ D j .

Proof: From (15), we know for i ∈ D j (or equivalently
j ∈ Oi )

δ̇i j = A jδi j + c j Fj

⎡

⎢
⎣

∑

k∈D j

aikδkj −
∑

k∈Ni

aikδi j

⎤

⎥
⎦

+ c j Fj

∑

k∈D j

aikδkj

= A jδi j − c j Fj

⎡

⎢
⎣diδi j +

∑

k∈D j

(−aik)δkj

⎤

⎥
⎦ + vi j . (17)

The coefficients appearing in the term [diδi j +∑
k∈D j

(−aik)δkj ], di , and −aiks, form the i th row of
L with the ix th columns removed for ix ∈ D j . Fixing j ,
stacking δi j s for all i ∈ D j to construct δō j , one immediately
gets (16) from (17).

Remark 6: Note that for construction of δō j , we only select
δi j s with i ∈ D j . However, the dynamics of δō j is also
influenced by δi j s with i ∈ D j , and all such δi j values are
included in v j in (16), hence the constructed L j is a square
matrix.

Lemma: Under Assumption 4, L j constructed in (16) is a
nonsingular M-matrix. �

Proof: From the original graph, a group of nodes (i ∈ V
and i ∈ D j ) is excluded. The effect of these excluded nodes
on the remaining ones, as reflected by L j , is the same as if the
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remaining nodes were pinned by a single leader, with appro-
priately summed pinning gains.1 In the latter instance, the
pertaining pinned Laplacian matrix is a nonsingular M-matrix
if the single leader pins into all the roots of a spanning
forest [49]. In the former, original, instance, this condition is
equivalent to the excluded group of nodes pinning with their
outgoing edges into all roots of the spanning forest of the
subgraph G j , formed by the nodes belonging to D j . According
to Assumption 4, L j is a nonsingular M-matrix.

Then, define the total observation error for observer i as
δi = ẑi − z. Put these observation errors for all observers
together in a compact form δ = [δT

1 δT
2 . . . δT

p ]T .
Proposition 4: The dynamics of δ is given by

δ̇ = Aεδ (18)

where Aε = diag{ Ã − Li Ci�} − F · (L ⊗ In), and
F = diag{Fi }.

Proof: From (6) and (7), the dynamics of δi can be
derived as

δ̇i = ( Ã − Li Ci�)δi + Fi ·
∑

k∈Ni

aik(δk − δi ). (19)

The proof of Proposition 4 is immediately completed by
stacking the dynamics of all the δi values together.

Propositon 5: Aε is Hurwitz iff the dynamics of δio,∀i ∈ V ,
and δo j ,∀ j ∈ S are asymptotically stable.

This result can be easily proved by noticing that the com-
ponents of δ include all the components of δio,∀i ∈ V , and
δo j ,∀ j ∈ S, and vice versa.

The following theorem proposes a distributed design of the
parameters for all the observers to estimate the plant states
when no controls or their estimates are present.

Theorem 1: Under Assumptions 1, 2, and 4 the following
hold.

1) Let each Lio , i ∈ V , be selected such that the matrix
Aio − LioCio is Hurwitz.

2) Let Fj = R̂−1
j P̂j , j ∈ S, where P̂j = P̂T

j � 0 ∈ R
n j ×n j

is the unique positive definite solution of the following control
algebraic Riccati equation:

AT
j P̂j + P̂j A j − P̂j R̂−1

j P̂j + Q̂ j = 0 (20)

where Q̂ j � 0 ∈ R
n j ×n j and R̂ j � 0 ∈ R

n j ×n j are given.
3) Let c j , j ∈ S, satisfy the condition

c j ≥ 1

2λR j

, j ∈ S (21)

with λR j
= mink Re(λ j k), and λ j• are the eigenvalues of L j .

Then with the dynamics of (6) and (7), lim
t→∞ (ẑi (t)−z(t))=0,

∀i ∈ V . �
Proof: Since each matrix Aio − LioCio is Hurwitz, the

dynamics (14) of all the δio,∀i ∈ V is asymptotically stable.
Under Assumption 2, all δios ∀i ∈ V consist of all

δkj s, where ∀ j ∈ S and ∀k ∈ D j . Therefore, vi j =
c j Fj

∑
k∈D j

aikδkj in (15) vanishes asymptotically in time.

1All incoming edges aik , k ∈ D j of a pinned node i , are summed as if
originating from a single pinning leader, namely,

∑
k∈D j

aik .

Hence the stability of δō j is determined by the matrix I|D j | ⊗
A j − c jL j ⊗ Fj in (16).

Based on the Lemma, L j is a nonsingular M-matrix, hence
satisfying preconditions on pinned Laplacians for synchroniza-
tion [38, Assumption 1]. According to [38, Th. 1], the matrix
I|D j | ⊗ A j − c jL j ⊗ Fj for all j ∈ S is Hurwitz, if all Fj s are
designed based on (20) and all c j values satisfy (21). Therefore
the dynamics of δō j for all j ∈ V is asymptotically stable.

Given that the dynamics of both δio,∀i ∈ V and
δo j ,∀ j ∈ S is asymptotically stable, according to
Proposition 5, Aε is Hurwitz. This completes the proof.

Remark 7: Theorem 1 is one of the main results of this paper.
It provides a distributed observer design for Aε to be Hurwitz.
One specific way of selecting Lio to obtain a Hurwitz matrix
Aio − LioCio is by using LQR theory: let Lio = Pi CT

io R−1
i ,

i ∈ V , where Pi = PT
i � 0 ∈ R

nio×nio is the unique solution
of the observer algebraic Riccati equation

Aio Pi + Pi AT
io + Qi − Pi C

T
io R−1

i Cio Pi = 0, (22)

where Qi � 0 ∈ R
nio×nio and Ri � 0 ∈ R

pi ×pi are properly
chosen. Any other design of a stabilizing Lio , pole-placement
for example, is equally applicable.

Remark 8: In Theorem 1, (20) and (21) are chosen with
an eye toward the synchronizing region results familiar from
cooperative control theory. The aim in cooperative control is
to render matrices like Aε Hurwitz. However, that cannot be
generally achieved by straightforward classical pole-placement
if the graph is allowed to vary or is imperfectly known.
Synchronizing region approach achieves asymptotic stability
while providing a certain level of robustness to varying graphs.
Namely, the subsystems, in our case A j values, are considered
separately from the detailed graph topology. In particular,
the distributed gain designed as in (20) and (21) yields an
unbounded synchronizing region, allowing for a wide class
of communication graphs. Hence this design can handle less-
than-perfectly reliable graphs, with possible agent or link
failures. Conventional pole placement would generally not
result in these specific properties.

Remark 9: Furthermore, the additional merit of this distrib-
uted approach is to reduce the computational effort needed
for design. The total computational complexity grows linearly
in the number of agents, while for each single agent, the
effort depends only on the order of the plant. This should be
contrasted with centralized designs existing in the literature
(see [29] and Remark 16 in Section V-A).

Remark 10: Nevertheless, other approaches to yield a
Hurwitz Aε do exist; for example, as proposed in [28], let
M = [MT

1 , MT
2 , . . . , MT

p ]T ∈ R
n×n such that the matrix

Ã − MC̃ is Hurwitz, where C̃ = [CT
1 , CT

2 , . . . , CT
p ]T �, then

in (7) with Li = pMi and Fi = γ In with a sufficiently large
positive scalar γ , the matrix Aε defined in Proposition 4 is
Hurwitz. However, note that the approach in [28] is restricted
to undirected graphs.

B. Discussion

In the practical design, one may encounter several issues
with the developed distributed method, and some of them are
thereby discussed more clearly in the following.
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1) Assumption 1 may be only approximately satisfied in
the sense that for agent i , the magnitude of some Cij is
nonzero but quite small, hence the corresponding state
group z j is costly to estimate. One realistic approach
to tackle this is to neglect small Cij values, considering
those states corresponding to small Cij values as being
in the unobservable set Oi . Such terms would only
introduce a small vanishing disturbance which a properly
designed asymptotically converging observer is robust to
(see [50]). In such a case, after the design of distributed
observers, it needs to be checked if the resulting matrix
Ã − Li Ci� is still Hurwitz. If it is not Hurwitz, then
Qi and Ri in (22) should be tuned to make Lio smaller
in magnitude.

2) The instance of an observer i with all Cij s, j ∈ S,
relatively large does not cause problems for our
approach. This only means that the observer i can recon-
struct all the plant states based on its local measurements
yi . It sends its state estimates to the network, but does
not receive any state estimates from the network.

3) Theorem 1 also allows for some agent i to have Cij = 0,
∀ j ∈ S. In this case that agent does not have a local
sensing device and reconstructs all the states based only
on the information from the network. It would serve as
a linking node or a router in the network, and possibly
as an actuator as well.

Remark 11: The systems we focus on in this paper are
flexible structures which can be described to a high degree of
accuracy by linear models. However, in principle, the design
philosophy proposed in Theorem 1 is applicable to a class of
nonlinear systems along the lines of [32]–[34], if it is assumed,
similar to Assumption 1, that by pure permutation of state
groups, for every i ∈ V , the plant dynamics can be cast into
the corresponding decomposed form. Particularly, one would
then have, similar to (10), for observer i
⎧
⎪⎨

⎪⎩

˙̂zio = fio(ẑio, t) + O−1
i (zio)Mi [yi(t) − hio(ẑio(t))]

˙̂zi j = f j (ẑi j , t)+c j Fj

[
∑

k∈Ni

aik(ẑk j (t)− ẑi j (t))

]

, j ∈ Oi

(23)

where Oi (zio) has full rank and is Lipschitz continu-
ous [51], Mi ∈ R

nio is some finite gain vector. If conditions
of [51, Th. 1] are fulfilled, ẑio would converge to zio . And if
each f j satisfies special Quadratic condition [33] for ẑi j , z j ∈
ker(P̂j R̂−1

j P̂j )

(ẑi j −z j )
T P̂j ( f j (ẑi j , t)− f j (z j , t))≤−(ẑi j −z j )

T Q̂ j (ẑi j −z j )

(24)

where Q̂ j = Q̂T
j � 0, then with sufficiently large c j and

Fj = R̂−1
j P̂j , each ẑi j would converge to the corresponding

plant state z j .

IV. DISTRIBUTED CONTROLLER DESIGN

Section III proposes a distributed design for observers
without any controls acting, resulting in a Hurwitz matrix Aε .
In this section, we return to the original problem of (2)

and (3) building on results of Section III and considering
controls and their estimates. Here we propose a design of
feedback matrix K which stabilizes the original system while
the distributed observers maintain estimates’ convergence.

Proposition 6: When controls and their estimates are
applied, the dynamics of the global observation error δ for
all agents is given by

δ̇ = Aεδ + Bε(K )δ (25)

where Bε(K ) = Ip ⊗ B̃K + 1p ⊗ ϒ(K ) and

ϒ(K ) = [−B̃1K1 −B̃2K2 . . . −B̃p K p
]
.

Proof: From (2) and (3), the dynamics of δi = ẑi − z can
be derived as

δ̇i = ( Ã − Li Ci�)δi + Fi

∑

k∈Ni

aik(δk − δi )

+ B̃K δi −
p∑

j=1

B̃ j K jδ j . (26)

The proof of Proposition 6 is immediately completed by
stacking the dynamics of all the δi values together.

Remark 12: When there are no control actions, the error
dynamics is given by (18), which is here considered as the
nominal case. Note that if K = 0, Bε(K ) = Ip ⊗ B̃K + 1p ⊗
ϒ(K ) = 0. As shown in (25), the mismatch between the real
control actions u and the estimated control actions Ûi , i ∈ V
generates a vanishing perturbation [50], for the dynamics of
observation error δ.

The following theorem gives a sufficient condition to solve
the problem (5) posed in Section II.

Theorem 2: Under Assumption 1–4, with the plant dynam-
ics described by (2) and the agent dynamics described by (3),
let the conditions in Theorem 1 be satisfied. If the matrix K
is designed such that Ã + B̃K is Hurwitz and ‖K‖∞ <
(λmin(Q)/2

√
np(1 + p)‖B̃‖∞λmax(P)), where P = PT � 0

is the unique solution for the Lyapunov equation AT
ε P +

P Aε = −Q with a given Q = QT � 0, then the dynamics of
plant (2) is asymptotically stable, and all the observers reach
consensus converging to the true plant states. �

Proof: From (2) and (3), expressing ẑi as (z + δi ), the
dynamics of z is

ż = Ãz +
p∑

i=1

B̃i Ki (z + δi ) = ( Ã + B̃K )z − ϒ(K )δ. (27)

Define the augmented state vector ξ = [zT , δT ]T . Based
on (27) and Proposition 6, the closed-loop dynamics of ξ is

ξ̇ =
[

Ã + B̃K −ϒ(K )
0 Aε + Bε(K )

]

ξ. (28)

This is a hierarchical system; if Ã + B̃K is Hurwitz, the
stability of the closed-loop dynamics is determined by the
matrix Aε + Bε(K ), i.e., the dynamics of (25).

Aε is guaranteed to be Hurwitz by Theorem 1. Based on
[50, Lemma 9.1, p. 341], the dynamics of (25) is asymptoti-

123



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

cally stable if
⎧
⎨

⎩

‖Bε(K )δ‖2 ≤ γ ‖δ‖2

γ = λmin(Q)

2λmax(P)
.

(29)

Since

‖Bε(K )‖∞ = ‖Ip ⊗ B̃ K + 1p ⊗ ϒ(K )‖∞
≤ ‖Ip ⊗ B̃ K‖∞ + ‖1p ⊗ ϒ(K )‖∞
= ‖B̃ K‖∞ + ‖ϒ(K )‖∞,

and ‖ϒ(K )‖∞ ≤ ∑p
i=1 ‖B̃i Ki‖∞ ≤ p‖B̃‖∞‖K‖∞, one has

‖Bε(K )‖∞ ≤ (1 + p)‖B̃‖∞‖K‖∞. Based on matrix analysis,
‖Bε(K )‖2 ≤ √

np‖Bε(K )‖∞ ≤ √
np(1 + p)‖B̃‖∞‖K‖∞.

Hence if
√

np(1 + p)‖B̃‖∞‖K‖∞ < (λmin(Q)/2/λmax(P)),
that is

‖K‖∞ <
λmin(Q)

2
√

np(1 + p)‖B̃‖∞λmax(P)
(30)

is satisfied, then (29) holds and the dynamics of (28) is
asymptotically stable, which means z → 0 and δ → 0.

Remark 13: Condition (30) reveals the fact that if the mag-
nitude of K is bounded under a certain level, the observation
error dynamics (25) remains asymptotically stable. However,
it should be noted that this condition is conservative.

To ensure the matrix Ã+ B̃K is Hurwitz, while not yielding
an unstable matrix Aε + Bε(K ), K can be designed using, e.g.,
the LQR framework for the system

{
ż(t) = Ãz(t) + B̃u(t)

u(t) = K z(t)
(31)

where K = −R−1 B̃TP , and P = PT � 0 ∈ R
n×n is the

unique solution of the following algebraic Riccati equation:
ÃTP + P Ã + Q − P B̃R−1 B̃TP = 0 (32)

and Q � 0 ∈ R
n×n and R � 0 ∈ R

m×m are given matrices.
Remark 14: Any design of stabilizing K for the dynam-

ics (28) is, in principle, applicable. However, the LQR
approach is adopted here mainly because of its neat parameter-
ization with Q and R matrices. Through imposing a large R,
the control action would be limited to a safe range which
could not deteriorate the convergence of observation errors.
Note that eigenvalues of Aε + Bε(K ) are continuous functions
of K , i.e., λ(Aε + Bε(K )). When K = 0, which is the nominal
case, the real part of the eigenvalues Re(λ(Aε + Bε(K ))) =
Re(λ(Aε)) < 0, if Aε is designed based on Theorem 1. Hence
by imposing large R in (32), Aε + Bε(K ) is guaranteed to be
Hurwitz, due to the resulting small ‖K‖∞.

Remark 15: Note that in (28), K relates both observer
[Aε + Bε(K )] and controller ( Ã + B̃K ) design, imposing
their interdependence. The main results of this section reveal
a partial separation principle of sorts. LQR approach is
proposed to partially separate the observer and controller
design. Observers are designed without considering controls
in Section III, while controls are designed here as with perfect
state information (31). This differs from the spirit of [29]
where observer and controller design are inseparable.

Fig. 2. Piezoelectric actuated beam clamped at both ends; four piezo actuators
are distributed along the beam.

TABLE I

PARAMETER TABLE

V. APPLICATION EXAMPLE

Active control of smart flexible structures has received
extensive attention in recent years. Exemplary applications lie
in the aeronautic, aerospace (satellites, telescopes, and so on),
and civil engineering (earthquake-resistant buildings, lattice
towers, and so on). This section gives numerical simulations
to demonstrate the efficacy of the proposed distributed design
of observers and centralized design of controllers applied
to vibration reduction of a flexible structure. Section V-A
describes a representative flexible structure and simulation
results are given in Section V-B.

A. System Modeling

We consider an example of a clamped aluminum beam
with four surface-bonded piezoelectric actuators as the rep-
resentative smart flexible structure. The distribution of the
piezoelectric actuators and sensors on the beam is depicted
in Fig. 2. The parameters of the smart structure are shown
in Table I. A detailed finite element (FE) model of the smart
flexible structure is built using a procedure similar to the one
in [53]. The beam is divided into 100 elements equidistantly.
The dynamics of the sensors is neglected. The piezoelectric
actuators are polarized in the thickness direction, and the
electric field is assumed to be constant along the thickness
of the actuator. The equation of motion of the smart flexible
structure is derived using the Hamilton principle, yielding

[M]q̈(t) + [D]q̇(t)
([Ks] − 	qφ	−1

φφ	T
qφ

)
q(t) = −	qφu(t)

(33)

where q denotes the nodal displacement vector, consisting of
transverse displacement and rotation of cross section of all the
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nodes [54], [D], [M], and [Ks ] are the damping matrix, mass
matrix and stiffness matrix, respectively. 	qφ and 	φφ are the
piezoelectric coupling matrix and the piezoelectric capacity
matrix respectively, and u is the input vector of voltages
driving the piezoelectric actuators. The Rayleigh damping is
adopted in the model [55]

[D] = η[M] + ζ [Ks] (34)

where the values of η and ζ are listed in Table I.
The FE model constructed has been cross-validated by LMS

Samcef Field, a commercial finite element modeling solver
suite from Siemens PLM Software. Velocities are considered
as the measured outputs

y(t) = Hoq̇(t) (35)

where Ho is the location matrix for measurement channels.
In practice, velocity information can be obtained either by
noncontact laser Doppler vibrometers or by numerical inte-
gration of bandpass filtered outputs of accelerometers.

The first six vibration modes are extracted via mode dis-
placement method [56]. Specifically, consider the following
coordinates transformation:

q = 
r qm (36)

herein 
r stands for the first six columns of 
, where 
 is the
matrix of the ordered natural mode shapes. Let x = [qm q̇m].
The dynamics of the piezoelectric actuated beam expressed
by (33) and (35) can be written into state-space representation

{
ẋ = Ax + Bu

y = Cx
(37)

where

A =
[

06×6 I6

−(

T

r [M]
r
)−1


T
r [Kaug]
r −(


T
r [M]
r

)−1[D]
]

B =
[

06×4

−(

T

r [M]
r
)−1

	qφ

]

C = Lo
r
[
06×6 I6

]

and

[Kaug] = [Ks ] − 	qφ	−1
φφ	T

qφ.

Obviously, A is not block diagonal, we block-diagonalize it
mode-wisely, by putting z = �−1x in the form [36]

z = [
(qm1, q̇m1), . . . , (qm6, q̇m6)

]T = [
z1, . . . , z6

]T
.

(38)

Then Ã = diag{A1, A2, . . . , A6} with Ai = [0 1 − ω2
i −

2ξiωi ], ωi and ξi are the ith modal frequency in radian per
second and modal damping ratio, respectively.

The 2-norms of Cij for i = 1, 2, 3, 4 and j = 1, 2, 3, 4, 5, 6
are depicted in Fig. 3. The observability of modes compared
to the 2-norms of Cij s is found to satisfy Assumption 1.
In particular, the second sensor is placed in the middle of
the clamped beam, hence it can observe only the first, third,
and fifth mode groups, which is consistent with the ‖C2 j ‖2
profile in Fig. 3. Also, as discussed in Section III-B, when the

Fig. 3. ‖Ci j ‖2, i = 1, 2, 3, 4 and j = 1, 2, 3, 4, 5, 6.

Fig. 4. Communication topology.

magnitude of some Cij is relatively small, for the distributed
design, one can treat that corresponding state group as being
in the unobservable set Oi as long as Assumption 2 still holds,
because this will only introduce small vanishing disturbances
to Luenberger-like observers. Hence the observable set for
each agent is allocated as follows: O1 = {1, 2}, O2 = {1, 3},
O3 = {1, 2}, and O4 = {4, 5, 6}.

The communication topology of the four agents is shown
in Fig. 4. It can be verified that the given graph satisfies
Assumption 4. The corresponding Laplacian matrix is

L =

⎡

⎢
⎢
⎣

1 0 0 −1
−1 1 0 0
0 −1 2 −1
0 0 −1 1

⎤

⎥
⎥
⎦ .

Obtaining Li , i ∈ S is straightforward; for example, for i = 3,
D3 = {2}, by eliminating the second row and column from L,
we get

L3 =
⎡

⎣
1 0 −1
0 2 −1
0 −1 1

⎤

⎦ .

L1o, L2o, L3o, and L4o are here designed based on (22): for
i = 1, 2, 3, Qi = Inio , Ri = 1 × 10−3; for i = 4, Q4 = I6,
R4 = 1×10−2. F1, F2, F3, F4, F5, and F6 are designed based
on (20): for i = 1, 2, 3, 4, 5, 6, Q̂i = R̂i = I2. In (21),
λR1

= λR2
= λR4

= λR5
= λR6

= 1; λR3
= 0.3820. For

j = 1, 2, 3, 4, 5, 6, {c j } values are chosen as c j = 10 to
reach the estimates’ consensus fast enough. Li values and Fi

values are constructed based on (11) and (12), respectively.
Aε is checked if it is Hurwitz following the observer design.
The controllers are designed based on (32), and Q and R are
assigned as Q = I12 and R = 3 × 10−5 I4.

Remark 16: Note that as mentioned in Remark 9, the
complexity of our design procedure depends linearly on the
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Fig. 5. State observation error of agents in time-domain.

number of agents, while for each single agent, the complexity
depends only on the order of the plant. To carry out a fair com-
parison with [29], we have resorted to linear matrix inequality
method to solve algebraic Riccati equations involved in the
above design (see [57]). The computational complexity for
agent i , i ∈ V , and the total system is

Ji = O
(
n2

io

) + niō

2
O(22) ≤ O(n2) (39)

Jtotal =
p∑

i=1

Ji + O(n2) ≤ (1 + p)O(n2). (40)

Note, in practice, the design of c j values in (21) is to choose
a sufficiently large number, and hence its computational cost
is negligible. Whereas the computational complexity for the
centralized design in [29] is

J ′ = O

(
n∗(n∗ + 1)

2

)

+ O

(

n
p∑

i=1

pi

)

+ O

(

n
p∑

i=1

mi

)

+ O

(

n2
p∑

i=1

di

)

(41)

where n∗ = n(p+1). Apparently, in our distributed design, the
computational complexity scales better with a growing number
of agents. In fact, the computational complexity for each agent
does not depend on the total agent number p.

B. Simulations

Numerical simulations are run in MATLAB/Simulink envi-
ronment. The initial condition for the plant states is arbitrarily
chosen as z(0) = [0.005, 1, 0.005, 1, 0, 1, 0, 1, 0, 1]T . All ini-
tial states for the observers are set to zero. As depicted in
Fig. 5, the local observation error δi = ẑi − z, i = 1, 2, 3, 4
converges to zero within 2 s. The voltage transient to drive the
piezoelectric actuators is shown in Fig. 6. To demonstrate the
damping performance, an open-loop measurement and closed-
loop measurement are compared in Fig. 7. The slow decay of
the measurement signals for the open-loop case is due to the
inherent low damping of the flexible beam.

Fig. 6. Piezoelectric transducer actuation voltages.

Fig. 7. Comparison of measurement signals in time-domain between open-
and closed-loop.

1) Failure of Communication Link ➃ −→ ➂: To demon-
strate that our distributed approach is robust against varying
graphs to a certain degree, we consider a communication
failure from agent 4 to agent 3. From Fig. 4, we know that
the remaining graph still satisfies Assumption 4. The local
observation error δi = ẑi − z, i = 1, 2, 3, 4 is given in Fig. 8.
Compared with Fig. 5, no critical degradation in terms of con-
vergence time is observed, indicating the robustness property
of the design approach. It is natural to deduce that the more
redundant communication links are, the more robust the NCS
will be.

2) Integrating an Extra Agent to the Network: This simula-
tion scenario is to present how to integrate extra sensors to the
network with only a small number of additional parameters to
design. We consider adding an additional agent 5 with sensing
capability into the well-established network. The sensor is
added to measure the location 0.20 m from the left clamped
end in Fig. 2. The augmented graph is depicted in Fig. 9.

We only need to design parameters for agent 5. The
2-norms of Cij for j = 1, 2, 3, 4, 5, 6 are depicted in Fig. 10.
The observable set for agent 5 is allocated as O5 = {1}.
L5o is designed based on (22) with Q5 = I2, R5 = 1 × 10−3.
Note that even though the graph topology has changed, c j

values for j = 1, 2, 3, 4, 5, 6 still satisfy the condition (21),
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Fig. 8. State observation error of agents in time-domain, after a communi-
cation link failure.

Fig. 9. Communication topology, after adding agent 5.

Fig. 10. Profile of ‖C5 j ‖2, j = 1, 2, 3, 4, 5, 6.

since their values are initially chosen large enough. L5 and F5
are constructed based on (11) and (12), respectively. The new
Aε is checked if it is Hurwitz after this additional observer
design. Note that the flexibility demonstrated in this example
stems from inherent robustness of the synchronizing region
design.

3) Distributed Estimation on a More Complex
Graph: This simulation scenario is to verify the proposed
distributed estimation scheme on a more complex directed
graph, specifically one comprising 11 agents. The sen-
sors are distributed on the beam with the nodal index
5, 15, 25, 35, 45, 50, 60, 70, 80, 90, 95, respectively.
The observable sets are allocated as: O1 = {5, 6}, O2 =
{1, 2, 3, 4}, O3 = {1, 2}, O4 ∼ O7 = {1}, O8 = {1, 2},
O9 = {1, 2, 3}, O10 = {1, 2, 3, 4, 5, 6}, O11 = {5, 6}. The
graph topology is shown in Fig. 11, and it can be easily
verified that it satisfies Assumption 4. As shown in Fig. 12,

Fig. 11. Generalized communication topology with 11 agents.

Fig. 12. Convergence of ‖δi ‖2, where δi = ẑi − z, i = 1, 2, . . . , 11.

convergence of estimates of all the 11 agents to the true states
verifies the efficacy of our distributed observers on this more
complex graph topology. Note that this graph is more general,
or less restrictive, than strongly connected graphs, therefore
adding redundant edges on this graph would strengthen its
connectivity and facilitate convergence of states of distributed
observers.

VI. CONCLUSION

In this paper, distributed observers and controllers are
designed for a class of spatially interconnected systems. Each
observer estimates the system states via two information
sources: one is the local measurement and the other is the
shared state estimate from the neighboring nodes. By virtue
of synchronizing region methods in pinning control theory,
the observers are designed in a distributed fashion. This leads
to flexibility in integrating additional sensors to the existent
network and graceful degradation in case of communication
link failures as long as the connectivity requirements remain
satisfied. The observer-based feedback laws are designed in a
centralized fashion, though in the end they are implemented
locally. LQR approach is adopted due to its neat parame-
terization to partially separate the interdependent design of
distributed observers and controllers. Numerical simulation
of a piezoelectric actuated smart flexible system verifies the
efficacy of the proposed approach. A reduction of the compu-
tational cost is given as an additional merit of our distributed
approach, compared with existing centralized design. More-
over, the robustness of our proposed approach is demonstrated
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by a simulated communication link failure. By adding an
extra sensor to the simulated network, we also present the
flexibility of integrating additional sensors into the existing
architecture, which only requires to design a small number
of additional parameters. To demonstrate the effectiveness of
our proposed distributed observer design on more complex
graphs, distributed estimation performance with 11 agents on
a generalized directed graph is examined.
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7.  DISTRIBUTED ESTIMATION ON SENSOR NETWORKS WITH MEASUREMENT UNCERTAINTIES 

Štefan Knotek, Kristian Hengster-Movric, Michael Šebek, Distributed Estimation on Sensor Networks 

with Measurement Uncertainties, submitted 2018, pp. 1-13 

Previous chapter brought compelling results on distributed estimation and control of distributed 

parameter systems, assuming partial measurements of perfect accuracy. Naturally this is too 

strong a condition, albeit one that is satisfied in practical cases to a fairly sufficient level, as indeed 

attested by physical experiments. Still, if several measurements of differing reliability are available 

one can attempt sensor fusion taking into account the varying precisions of individual 

measurements. This then ideally improves even on the most precise measurements. Results show 

appreciable disturbance suppression. The considered distributed observers can be used for 

control purposes along the lines of the previous section.  

This chapter brings an innovative estimation scheme for large-scale distributed systems. The plant is 

considered affected by process disturbance and measurements are corrupted by measurement noise. The 

proposed approach fuses measurements of differing reliability so that all nodes reach consensus on the plant’s 

state estimate. This architecture is flexible to addition of new nodes and to a certain extent robust to node or 

communication link failures. This follows from a protocol which allows existence of nodes that do not measure 

anything, but nevertheless contribute to the data fusion in the sensor network. Hence, in spite of limited 

observability of individual nodes, data fusion over sensor network allows each node to obtain the full estimate 

on the plant’s state. Structured Lyapunov functions are used to prove the convergence of the estimator. The 

proposed distributed observer design is validated by numerical simulations.  
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Distributed Estimation on Sensor Networks with
Measurement Uncertainties

Štefan Knotek, Kristian Hengster-Movric, and Michael Šebek

Abstract—This paper brings an innovative estimation scheme
for large-scale distributed systems. The plant is considered
affected by process disturbance and measurements are corrupted
by measurement noise. The proposed approach fuses measure-
ments of differing reliability so that all nodes reach consensus
on the plant state estimate. This architecture is flexible to
addition of new nodes and to a certain extent robust to node
or communication link failures. This follows from a protocol
which allows existence of nodes that do not measure anything,
but contribute to the data fusion in the sensor network. Hence,
in spite of limited observability of nodes, data fusion over sensor
network allows each node to obtain the full estimate on the
plant’s state. Structured Lyapunov functions are used to prove the
convergence of the estimator. The proposed distributed observer
design is validated by numerical simulations.

Index Terms—distributed estimation, networked systems, sen-
sor networks, sensor fusion, large-scale systems

I. INTRODUCTION

A recent boost in computational power paved the way to
decentralization, distribution and development of networked
systems. Networking allowed creation of the Internet, which
laid the foundation to a new phenomenon of smart networks
called Internet of Things, interconnecting smart devices all
over the world and building up smart ecosystems in public
and private sphere, e.g. intelligent buildings, smart cities, smart
power grids, etc.

Networked systems hence also attract considerable research
attention in control theory, where they give rise to Networked
Control Systems (NCS) [1]–[3] and their synonymous Cyber-
Physical Systems, in which cyber-networks intensely interact
with physical plants and humans [4]–[6]. This integrates two
complementary fields; the control theory and the algebraic
graph theory [7], into an emerging field of distributed sys-
tems. These systems are composed of agents networked by a
communication topology. Every agent uses its own information
and information from its neighbors in the network to reach an
agreement on states with all other agents, called consensus.
Distributed consensus and synchronization are introduced in
[8]–[11]. These protocols ensure synchronization of states
of all agents to one common value. Other, more advanced,
distributed protocols for controllers and observers using state
or output-feedback in continuous and discrete-time can be
found in [12]–[14]. Distributed NCS have a wide range of

Š. K., K. H. and M. Š. are with Department of Control Engineering,
Faculty of Electrical Engineering, Czech Technical University in Prague. E-
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application in formation control of mobile robots, satellites,
and vehicles [15], energy generation in micro-grids [16], esti-
mation with the use of sensor networks [17], synchronization
of coupled oscillators [18], reaching the agreement in human
social networks [19], to name only a few. See the books [20],
[21] for a comprehensive treatment.

The design of distributed observers is motivated by previous
developments in centralized estimation. Very early results in
this direction bring the Wiener filter in continuous [22] and
discrete-time [23], for estimating the target of a stochastic
process. To extend the Wiener filter to non-stationary processes
a Kalman filter was developed [24]. A simplified version of the
Kalman filter, without the statistical framework incorporating
models for measurement and process noise, gave rise to the
Luenberger observer [25].

Limitations of the centralized approach prompted a demand
for data fusion over sensor networks. This led to the birth
of first decentralized Kalman filters presented in [26]–[28],
offering fast parallel processing and increased robustness to
failures. A drawback of these approaches is that they require
an all-to-all coupling of nodes, i.e. their network topology is a
complete graph, which leads to increased communication load,
computational complexity and thereby to scaling problems on
large-scale networks. For example, in [26] every agent works
as a sensor and an actuator, and for control purposes it uses
pure measurements of all nodes in the network, without any
sensor fusion. This approach is not robust to changes of the
network topology due to agent failures, because the controller
design is centralized; requiring recalculation of the controller
following any network change. In contrast to [26], each node
in [27] computes its own local estimate of an unknown state
vector and then assimilates all the local estimates into a single
final estimate of the plant state to accomplish globally optimal
performance.

The computational complexity and scaling issues of the
decentralized Kalman filter are improved upon by the dis-
tributed Kalman filter (DKF). DKF relaxes the requirements
on communication topology such that each node exchanges
information only with its neighbors and it also offers pos-
sible redundancy in case of node failures. One of the first
scalable DKF providing data fusion over a sensor network
is introduced in [29]. It is based on consensus filters [30],
and dynamic average consensus [31], which solve the dis-
tributed estimation of a dynamic signal with and without
measurement noise, respectively. Both approaches presented
in [30], [31] use averaging consensus to estimate value of a
time-varying signal. A distributed filtering algorithm presented
in [30] consists of a network of micro-Kalman filters, each
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embedded with a low-pass and band-pass consensus filter. A
recent work on distributed filtering of noisy measurements [32]
proposes three algorithms based on Bayesian sensor fusion.
It consider two types of nodes: sensing node which perform
the measuring task and non-sensing nodes which mediate
between sensing nodes. Extension of the DKF algorithm from
[29] for application to heterogeneous sensor models with
different outputs can be found in [33], which offers a popular
and efficient consensus-based framework for distributed state
estimation. Stability and performance of this DKF algorithm
are thoroughly investigated and new optimal solution of DKF
are developed in [34]. All the above mentioned approaches
consider undirected network topologies, except [32] which
considers directed networks. The most recent work in this
field, [35], presents an optimal information-weighted DKF,
which implements a novel measurement model considering
noise in communication channels. The network topology in
[35] is assumed directed having a spanning tree with a target
node observable by at least one root node.

Different from DKF, a distributed Luenberger observer for
directed sensor networks is introduced in [36]. In contrast to
[29], [33], [34], this approach allows for a completely dis-
tributed observer design. Moreover, it also allows insertion of
redundant sensor nodes into the network to increase robustness
of the distributed observer. The recent work [37] addresses
distributed estimation and control of large-scale flexible struc-
tures. It proposes a distributed Luenberger observer similar to
[36], however, in contrast to [36], it allows existence of two
types of nodes: sensing and non-sensing ones, similarly as in
[32].

In this paper, we present a novel distributed design for
sensor networks that uses sensor fusion to estimate states of
a plant. The introduced distributed observer addresses pri-
marily state-estimation of large-scale flexible structures such
as aircraft fuselages, truss bridges, lattice towers, etc, under
process disturbance and measurement uncertainties. Structural
vibration suppression is indispensable for proper longterm
functioning and safety of such plants. For the design of active
dampers for flexible structures, the state of the plant first
has to be know, which is the task of an observer. However,
implementations of centralized solutions are often expensive
and prohibitively complex on the larger scale. A solution is
offered by the nascent networked/distributed systems. First of
all, they reduce the implementation costs and complexity of
the entire design and application. Secondly, communication
via network provides a potential for improvement of overall
system performance, in contrast to centralized solutions. More-
over, node redundancy provides additional fault tolerance or
allows graceful degradation in the case of node failures. Thus,
the networked/distributed architectures handle the drawbacks
of (de)centralized approaches and enjoy many advantages,
such as robustness, flexibility and scalability.

In particular, this paper brings a judicious distributed Luen-
berger observer design which takes into account the precision
of the available measurements, similar to general Kalman
filter [38] and DKF in [33]. The proposed approach extends
the distributed Luenberger observer design [37] by consider-
ing process disturbance and measurement noises to achieve

reasonable sensor fusion while retaining a relatively simple
distributed design. Thereby it inherits flexibility, scalability on
large-scale sensor networks and robustness to node or commu-
nication link failures. Moreover, it relaxes the requirements on
the network topology in [37] to a graph having a spanning tree
with all sensing nodes in one strongly connected component,
similarly as in [35]. In comparison to DKF it is important
to point out, that we do not aim here for a design of an
optimal Kalman filter but rather a generally suboptimal, albeit
easier to implement, consensus-based distributed estimator that
nevertheless shares some desirable properties of the Kalman
filter. We do not assume communication channel noise as in
[35], but rather rely on digital communication channels with
data validation. The convergence of the presented distributed
observer is rigorously proven by structured Lyapunov func-
tions introduced in [39], [40].

The main contributions of this paper are:
• We consider a more general communication topology

than the previously proposed distributed observers.
• Nodes implement a local micro-Kalman filter to estimate

the observable fraction of the plant state.
• Nodes use information on process and measurement

noises and apply information-weighted fusion to reach
an agreement on the estimate of a plant state.

• The design and implementation of the proposed observer
is fully distributed, in the sense that each node designs
its local observer based on its own information and
information from its neighbors.

• Proposed design offers incorporation of redundant nodes
or insertion of new communication links to the network
to improve robustness to node or communication link
failures.

Our distributed estimators lend themselves to control appli-
cations along the lines of [37], though this development is not
pursued in this paper.

The paper is structured as follows. Section II introduces
preliminaries used throughout the paper. Section III states the
main problem. Section IV presents the dynamics of the dis-
tributed observer and proves its convergences. Final distributed
observer design is summarized and its similarity with the
Kalman filter is discussed in Section V. Numerical simulations
are given in Section VI. Section VII concludes the paper.

II. PRELIMINARIES

In general, we denote matrices with capital letters and
vectors with lower case letters. An element of a matrix A
is denoted as aij while an element of a column or row vector
v is denoted as vi.

The set of m×n real matrices is denoted as Rm×n. A matrix
V = diag(vi), i = 1, . . . , k is a diagonal matrix with elements
of vector v ∈ Rk on the diagonal. A matrix M = diag(Mi)
for Mi ∈ Rni×ni , i = 1, 2, . . . , k, denotes a block-diagonal
matrix with k blocks M1, . . . ,Mk on the block-diagonal. IN ∈
RN×N is the identity matrix. Operation A ⊗ B denotes the
Kronecker product of matrices A and B, [41]. The smallest
and the largest singular value of a matrix M are denoted by
σmin(M) and σmax(M), respectively. The same notation holds
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for eigenvalues denoted by λmin(M) and λmax(M). Positive
(semi)-definite symmetric matrix is denoted by M � (�)0. If
not explicitly stated, the sum over all agents

∑p
i=1 is denoted

by
∑
i for i = 1, . . . , p. An expectation of a stochastic process

v(t) is denoted by E[v]. Variance of a stochastic process is
E[vvT ].

A. Graph theory

Network topology is described by a directed graph G =
(V, E), where V = {1, 2, . . . , p} is a nonempty finite set of
nodes and E ⊆ V × V is a set of arcs. An arc is an ordered
pair of nodes (i, j), i 6= j, where i is the parent node and
j is the child node, i.e. the information flows from node i
to node j. The graph G is undirected if (i, j) ∈ E implies
(j, i) ∈ E , otherwise the graph is directed. It is assumed that
the graph G is simple, i.e. it has no repeated edges nor self-
loops (i, i) /∈ E ,∀i. The adjacency matrix E = [eij ] ∈ Rp×p
associated with the graph G is defined by eij = 1 if and
only if (j, i) ∈ E , otherwise eij = 0. Note that the diagonal
elements satisfy eii = 0. Denote Vi = {i ∈ V : eij 6= 0}
as the set of neighbors of node i. Let the in-degree matrix
D = [dij ] ∈ Rp×p be a diagonal matrix given by dii =

∑
j eij .

Then the graph Laplacian matrix is defined by L = D − E.
In the sequel, directed graphs are considered. A directed

path of length p from node 1 to node p is an ordered set
of distinct nodes {1, 2, . . . , p} such that (l, l + 1) ∈ E for
all l ∈ [1, p − 1]. A directed graph is strongly connected if
there exists a directed path between any two nodes. A node
is termed isolated if it has no parent node. Hence, in strongly
connected graphs there are no isolated nodes. Directed tree is a
directed graph with every node having only one parent except
one isolated node called a root. A directed graph contains a
spanning tree if there exists a subgraph which is a directed
tree containing all nodes in V .

The Laplacian matrix L has a simple zero eigenvalue iff its
directed graph contains a spanning tree. Denote by w ∈ Rp the
left eigenvector associated with the simple zero eigenvalue of
L, i.e. wTL = 0. The pinning matrix G = diag(gi) ∈ RN×N
associated with the graph G is a diagonal matrix given by
gi = 1 if the ith node is pinned, otherwise gi = 0, [21].

A graph is reducible if there exists a permutation matrix T ,
that transforms its Laplacian L to a block triangular form

TTLT =

[
L11 L12

0 L22

]
. (1)

If the graph is not reducible it is said to be irreducible. A
directed graph is irreducible iff it is strongly connected. A
spanning forest is a set of directed trees such that a set of
all nodes of these trees equals V . Let the directed graph
be reducible and let it contain a spanning forest. Then the
Laplacian of the graph can be reduced by a node permutation
to the Frobenius normal form [21]. If the graph contains a

single spanning tree then its Frobenius normal form equals

TTLT =


L̃+G̃︷ ︸︸ ︷

L11 . . . L1m

. . .
...

0 Lmm

L1m+1

...
Lmm+1

0 Lm+1m+1

 , (2)

where all Lii blocks are irreducible. This paper addresses
graphs having a single spanning tree. Such graphs are either
irreducible (strongly connected) or reducible and contain at
most one irreducible leader group Lm+1m+1. A special case
of the irreducible leader group is a single isolated leader. The
results presented for irreducible graphs naturally specialize to
connected undirected graphs.

The following two lemmas are useful in constructing Lya-
punov functions for cooperative control [13].

Lemma 1. Let L be the Laplacian matrix associated with
a directed, strongly connected graph G. Then L has a simple
zero eigenvalue and its left eigenvector has all positive entries,
i.e. wi � 0,∀i.

Lemma 2. For every strongly connected, irreducible graph G
there exists a positive diagonal matrix W = diag(wi) � 0
such that its graph Laplacian matrix L satisfies

LTW +WL � 0. (3)

If the graph contains a spanning forest with gi > 0 for root
nodes of all trees, then there exists a positive diagonal matrix
Θ = diag(θi) > 0 such that

(L+G)TΘ + Θ(L+G) � 0. (4)

Proofs of Lemma 1 and the first part of Lemma 2 can be
found in [20]. The proof of the second part of Lemma 2 is
sketched in [40].

III. PROBLEM STATEMENT AND MOTIVATION

Consider a plant with a continuous linear time-invariant
(LTI) dynamics

ẋ(t) = Ax(t) + Γω(t), (5)

where x(t) ∈ Rn is the plant state, ω(t) ∈ Rm is the process
noise acting on states, A ∈ Rn×n is the system matrix and
Γ ∈ Rn×m is the process noise input matrix. Each node in a
sensor network has a linear sensing model

yi(t) = Cix(t) + ξi(t), i ∈ V, (6)

where yi(t) ∈ Rpi is the ith node measurement corrupted by
the measurement noise ξi(t) ∈ Rpi and Ci ∈ Rpi×n is the ith
node observation matrix. Both ω(t) and ξi(t) are zero-mean
white Gaussian noises (WGN), uncorrelated in the sense that
E[ξiω

T ] = 0, ∀i and E[ξiξ
T
j ] = 0, ∀(i, j), i 6= j. Note that

unlike [36] some nodes in the network may be allowed not to
measure anything, for such node i, yi is not considered. Note
also that [36] does not consider noises while we do.

To implement estimation of the plant’s state vector x in a
distributed fashion, it is convenient to transform the system

133



4

matrix A to a block diagonal form, Ã = diag(Aj) ∈
Rn×n, Aj ∈ Rnj×nj , j = {1, 2, . . . , l}, where l represents the
number of dynamically independent state-groups. There are
two generally known representations offering block diagonal
system matrix. They are the Jordan Canonical Form (JCF) and
the Modal Canonical Form (MCF). A transformation to MCF
is more common for models describing flexible structures [42],
while JCF is used for other general systems [43]. In case of
MCF for flexible structures, each block Aj corresponds to
one eigenmode of a flexible structure and the blocks are of
the same dimension, i.e. ni = nj ,∀(i, j). On the other hand,
blocks of the system matrix in JCF correspond to eigenvalues
of the system and the dimension of each block is given by the
algebraic multiplicity of the pertaining eigenvalue.

Hence, define a linear transformation x = Πz =∑l
j=1 Πjzj with a new state vector z = [zT1 , z

T
2 , . . . , z

T
l ]T ∈

Rn composed of state-groups, zj ∈ Rnj , and a nonsingular
transformation matrix Π = [Π1,Π2, . . . ,Πl] ∈ Rn×n, such
that Π transforms the system matrix A to a block diagonal
form. This transformation leads to a block-diagonal representa-
tion of the plant dynamics and the transformed sensing model

ż(t) = Ãz(t) + ω̃(t), (7)

yi(t) = C̃iz(t) + ξi(t), i ∈ V, (8)

where Ã = Π−1AΠ, C̃i = CiΠ and ω̃(t) = Π−1Γω(t). Note,
that there always exists a matrix Π, such that Ã = Π−1AΠ
and ΠjAj = AΠj , [44]. Let E[ω̃ω̃T ] = Ω and E[ξiξ

T
i ] = Ξi

denote covariance matrices of process noise ω̃(t) and measure-
ment noise ξi(t), where Ω and Ξi are assumed real, symmetric
and positive definite.

Before proceeding further, we introduce several important
definitions and assumptions adopted from [37].

Definition 1. S = {1, 2, . . . , l} defines a set of state-groups.

Assumption 1. Cij = CiΠj 6= 0, where i ∈ V and j ∈ S, iff
the state-group zj is observable from measurement yi.

This assumption tells that pairs (Ã, C̃i), i ∈ V can be
transformed to a Kalman Decomposed Form, [43], by a
permutation of state-groups. In general it holds that if the state-
group zj is observable from the output yi then Cij 6= 0 but
the converse is not necessarily true. However, the systems we
address in this paper satisfy Assumption 1 either completely
or approximately, [37].

Remark 1. Note, that Assumption 1 is trivially satisfied if
blocks Aj are of dimension 1. For blocks Aj of dimension
greater than one, nj > 1, j ∈ S , it can be approximately
satisfied under both following conditions:
• if the plant is a flexible structure with independent

eigenmodes corresponding to blocks Aj , it naturally leads
to a decomposition of Ci into Cij ;

• if Cij 6= 0 but is small in magnitude, then the jth state-
group can be considered as unobservable from ith node
output yi and Cij can be set to zero Cij = 0 for the
purposes of the design. The distributed observer design
proposed in Section V is robust to such a change as long
as Assumption 2 below remains satisfied.

Definition 2. The observable and unobservable sets of state-
groups from ith node’s perspective, i ∈ V , are defined as
Oi = {j ∈ S|Cij 6= 0} and Ōi = S\Oi, respectively.

Definition 3. The converse observable and unobservable sets
of nodes for jth state-group, j ∈ S, are defined as Dj = {i ∈
V|Cij 6= 0} and D̄j = V\Dj , respectively.

Note, that Definition 2 and Definition 3 are complementary,
i.e. j ∈ Oi ⇐⇒ i ∈ Dj and j ∈ Ōi ⇐⇒ i ∈ D̄j .

Assumption 2. The plant state z is globally observable, i.e.

O1 ∪ O2 ∪ · · · ∪ Op = S. (9)

This means that the LTI dynamics of the plant (5) is
observable from measurements of all nodes (6) taken together.
In other words, every state-group zj is observable at least
by one node, (from one output yi), in the network. Ideally,
however we want each state-group to be observable by several
nodes so to affect sensor fusion. Let us point out that all this
still allows existence of nodes that do not measure anything.
The main contribution of such nodes is in maintaining network
connectivity. These nodes can be also used for actuation
purposes, along the lines of the distributed controller design
in [37]. We refer to them as to non-sensing nodes. To all the
other nodes in the network we refer to as the sensing nodes.

Assumption 3. The communication topology is given by a
directed graph having a spanning tree with all the sensing
nodes contained in the irreducible leader group.

Remark 2. The irreducible leader group is a strongly
connected component of the graph given by its Laplacian
Lm+1m+1 in the Frobenius normal form (2). It is important
to point out, that the irreducible leader group can additionally
contain also some non-sensing nodes.

Let each node in the network be endowed with the following
LTI dynamics

˙̂zi = Ãẑi +Gi(yi − ŷi) + Fi
∑
j∈V eij(ẑj − ẑi), (10)

where Gi ∈ Rn×pi is the local observer gain and Fi ∈ Rn×n
is the distributed observer gain. The ith observer state vector,
ẑi = [ẑTi1, ẑ

T
i2, . . . , ẑ

T
il ]
T ∈ Rn, is, similarly as the plant’s

state vector z, partitioned into state-groups ẑij . Note that all
nodes (10) share the same drift dynamics Ã, which equals the
dynamics of the plant.

The node estimation dynamics (10) has a well known
structure, as those presented in [33], [34], [36], and [37].
It uses two information sources necessary for the proper
estimation of the plant state. The first is the measurement yi,
contained in the estimation term Gi(yi− ŷi), originating from
the Luenberger observer design [25]. It ensures estimation of
observable state-groups j ∈ Oi by the ith node from its local
measurements. The second information source is given by the
state estimates of neighboring nodes contained in the local
neighborhood error term Fi

∑
j∈V eij(ẑj − ẑi). Its purpose is

to synchronize the unobservable state-groups j ∈ Ōi of the
ith node with those of its neighboring nodes and effect sensor
fusion for the observable state-groups using information from
the network.
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Define an observation error as a difference between the
estimated state (10) and the true state of the plant (7)

ηi(t) = ẑi(t)− z(t). (11)

The goal of this paper is to design matrices Gi and Fi so that
the observation errors (11) are uniformly ultimately bounded
in the sense that the estimated states of all nodes converge to
the plant’s state within a bounded region whose size depends
on the noises, appropriately taking into account the reliability
of individual measurements.

IV. OBSERVER CONVERGENCE

For the convergence analysis of proposed estimation dynam-
ics (10), in this section we first consider the plant dynamics (7)
and sensor model (8) without noises, i.e. ω̃ = 0 and ξi = 0,∀i.
Our goal is then to design the local observer gains Gi and the
distributed observer gains Fi so that the observation error (11)
in noise-free settings, having the dynamics

η̇i = (Ã−GiC̃i)ηi + Fi
∑
j∈V eij(ηj − ηi), (12)

asymptotically converges to zero

lim
t→∞

ηi(t) = 0, ∀i ∈ V. (13)

For each node i we can reorder the state-groups ẑij in the
state vector ẑi, such that the new state vector ẑnew

i is a tandem
of observable ẑio ∈ Rnio , containing observable state-groups
ẑij for j ∈ Oi, and unobservable ẑiō ∈ Rniō , containing
unobservable state-groups ẑij for j ∈ Ōi. Hence, for every
node i there exists a permutation matrix Ti, T−1

i = TTi , such
that

ẑnew
i =

[
ẑio
ẑiō

]
= Tiẑi. (14)

Correspondingly, in the new coordinates, the system and
observation matrices are in the Kalman decomposed form

Âi = TiÃT
T
i =

[
Aio 0
0 Aiō

]
,

Ĉi = C̃iT
T
i =

[
Cio 0

]
.

(15)

Remark 3. The state vector of a non-sensing node is com-
posed completely of unobservable state-groups, ẑnew

i = ẑi =
ẑiō, hence no permutation of state-groups is needed. The
matrices (Âi ≡ Aiō ≡ Ã, Ĉi ≡ C̃i ≡ 0) are then
already in Kalman decomposed form. The same would hold
for a sensing node observing all the state-groups, except that
(Ĉi ≡ Cio ≡ C̃i), because its state vector would be composed
completely of observable state-groups, ẑnew

i = ẑi = ẑio.

Remark 4. The permutation of state-groups achieving (15)
is made possible by Assumption 1. It allows each node to
transform the drift dynamics Ã to the Kalman decomposed
form with respect to its sensing model C̃i. Each node can
then in principle estimate its observable state vector ẑio using
just its local measurements yi, by designing a Luenberger-
like local observer. For those states, the distributed gain is
used to improve the nodes’ local estimates for the observable
state vector ẑio. To estimate the unobservable state vector ẑiō,
local measurements are to no avail. Therefore a node uses

communication with its neighbors to gather estimates on ẑiō.
For this purpose every node designs its distributed observer
for unobservable state vector.

In order to show observer convergence on the considered
network topology, as detailed in Assumption 3, we proceed
first by proving the convergence for strongly connected graphs
representing, in general, the irreducible leader group. Then we
show convergence of the remainder of the network, considered
as pinned. Ultimately using those two results we conclude
convergence on the entire graph satisfying Assumption 3.

The following theorem brings the design of local observer
gains Gi and distributed observer gains Fi together with
conclusion on convergence of the observer dynamics (10) in
the noise-free case on strongly connected graphs.

Theorem 1. Consider a network of nodes given by a directed
strongly-connected graph G. Let each node with the sensor
model (8) implement the estimation dynamics (10) to estimate
states of the plant dynamics (7) in the noise-free settings ω̃ = 0
and ξi = 0,∀i. Suppose that Assumptions 1 and 2 hold.

Let Qi and Ui be symmetric positive definite matrices.
Choose the local observer gain as

Gi = TTi

[
M̄−1
i CTioU

−1
i

0

]
, (16)

where Ti ∈ Rn×n is the permutation matrix bringing the pair
(Ã, C̃i) to the Kalman decomposed form (15) and M̄−1

i is the
solution of the observer algebraic Riccati equation (ARE)

M̄−1
i ATio+AioM̄

−1
i +Qi−M̄−1

i CTioU
−1
i CioM̄

−1
i = 0. (17)

Furthermore, define N̄j = αjInj
such that

0 < αj <
wmin

∑
i∈Dj

λmin(M̄iQiM̄i)

wmax(p− |Dj |)λmax
(
Aj +ATj

) , (18)

and choose the distributed observer gain as

Fi = γTTi

[
M̄−1
i 0
0 diag(N̄−1

j )

]
Ti, j ∈ Ōi, (19)

with γ > 0. Then each observer state ẑi(t) asymptotically
converges to the plant state z(t), in the sense of (13) for γ
sufficiently large.

The proof of Theorem 1 is relegated to Appendix A due
to its length. Theorem 1 brings general methodology for the
design of local observer gains Gi and distributed observer
gains Fi for the strongly connected leader group.

Remark 5. From Theorem 1 it follows that both sensing and
non-sensing nodes, in the irreducible leader group at least,
share the same design of Gi and Fi. Moreover, all the non-
sensing nodes have the same distributed observer gain Fi =
Fō := diag(N−1

j ) and also, trivially, the local observer gain,
as it is identically zero, i.e. Gi = Gō := 0.

Now consider the remainder of the network. It is given by
a graph generally having a spanning forest with root nodes
of all trees pinned by the outgoing edges of the irreducible
leader group from Theorem 1, (due to the assumed existence
of a spanning tree). According to Assumption 3, the nodes
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in the remainder of the graph are all necessarily non-sensing.
The node dynamics (10), for such nodes, can be written in the
form containing two local neighborhood error terms

˙̂zk = Ãẑk + Fō
∑
r ekr(ẑr − ẑk) + Fō

∑
i eki(ẑi − ẑk), (20)

The first term Fō
∑
r ekr(ẑr − ẑk) serves to synchronize

the non-sensing nodes with their peers from the remainder of
the network and the second term Fō

∑
i eki(ẑi − ẑk) serves

to synchronize these nodes with the irreducible leader group.
Because the remainder of the network contains only non-
sensing nodes, the dynamics (20) has no estimation term.
Let gk =

∑
i eki represent the overall pinning gain from the

irreducible leader group to the kth node in the remainder of
the graph. In terms of the observation error dynamics (11), the
node dynamics (20) is then given by

η̇k = Ãηk + Fō

(∑
r ekr(ηr − ηk) − gkηk

)
+ Fō

∑
i ekiηi, (21)

which is considered as composed of the nominal dynamics

η̇k = Ãηk + Fō (
∑
r ekr(ηr − ηk)− gkηk) , (22)

and the interconnection term Fō
∑
i ekiẑi. Note that the nom-

inal dynamics (22) is a special case of conventional leader
following consensus, also known as the cooperative tracking
problem, [21], with a static leader node representing a zero
reference.

The following result proves convergence of the nominal
dynamics (22) for nodes in the remainder of the network.

Proposition 1. Consider a graph with a spanning forest hav-
ing root nodes of all trees pinned. Let each node in this graph
implement the nominal dynamics (22) with Fō = diag(N−1

j )
with Nj as in Theorem 1. Then the nominal dynamics (22)
is asymptotically stable, i.e. the observation error ηk(t) con-
verges to 0 as t→∞, for γ sufficiently large.

Proof: By use of the Kronecker product, the nominal
dynamics (22) can be written in the form

η̇ = (In ⊗ Ã)η − ((L̃+ G̃)⊗ Fō)η, (23)

where L̃ is the Laplacian matrix of the spanning forest and
G̃ = diag(g̃k) is the pinning matrix.

Define a Lyapunov function candidate in the quadratic form

V = ηT (Θ⊗M)η > 0, (24)

where Θ = diag(θi) > 0 is selected based on Lemma 2 for L̃+
G̃ and M is positive definite symmetric such that MFō = γIn.
Then the time-derivative of the Lyapunov function candidate
(24) equals

V̇ = ηT
(

Θ⊗ (MÃ+ ÃTM)

− γ
(

Θ(L̃+ G̃) + (L̃+ G̃)TΘ
)
⊗ In

)
η, (25)

with M = diag(Nj) = diag(αjInj ).
An upper bound on the time-derivative of the Lyapunov

function (25) is

V̇ < αmaxθmaxλmax

(
Ã+ ÃT

)
‖η‖2

− γλmin

(
Θ(L̃+ G̃)T + (L̃+ G̃)Θ

)
‖η‖2, (26)

which is negative if

γ >
αmaxθmaxλmax

(
Ã+ ÃT

)
λmin

(
Θ(L̃+ G̃) + (L̃+ G̃)TΘ

) . (27)

As the time-derivative of the Lyapunov function (25) is neg-
ative for γ sufficiently large, this implies asymptotic stability
of the nominal dynamics (22), and concludes the proof.

Remark 6. Design details for Gi and Fi coincide in Theorem
1 and Proposition 1 as they should for a practical design.
Namely, a node need not know if it is in the irreducible leader
group or in the remainder of the graph.

The entire network is thus a hierarchically coupled system
given by the observation error dynamics for the irreducible
leader group and the remainder of the network

η̇i = (Ã−GiC̃i)ηi + Fi
∑
j eij(ηj − ηi), (28)

η̇k = Ãηk + Fō

(∑
r ekr(ηl − ηk) − gkηk

)
+ Fō

∑
i ekiηi, (29)

which are coupled through the interconnection term
Fō
∑
i ekiηi. We use results of Theorem 1, Proposition 1, and

the well known results on hierarchically interconnected sys-
tems to show the convergence of the entire network satisfying
Assumption 3. The following theorem constitutes the main
result of this section.

Theorem 2. Consider a network of nodes with the sensor
model (8) implementing the estimation dynamics (10) to es-
timate states of the plant dynamics (7) under the noise-free
settings ω̃ = 0 and ξi = 0,∀i. Suppose that Assumptions 1, 2
and 3 hold. Let conditions of both Theorem 1 and Proposition
1 apply to the irreducible leader group and the remainder of
the graph, considered as pinned. Then each node state ẑi(t)
asymptotically converges to the plant state z(t), in the sense
of (13) for γ sufficiently large.

Proof: The entire network is a hierarchically coupled
LTI system of the irreducible leader group (28) and the
remainder of the graph (29). The eigenvalues of hierarchically
interconnected LTI systems are given by the eigenvalues of
their autonomous subsystem blocks on the system matrix
block-diagonal, (which is a generally known result in lin-
ear systems). Theorem 1 shows the asymptotic stability of
(28) and Proposition 1 shows the asymptotic stability of the
autonomous subsystem (nominal dynamics) in (29), hence
implying stability of the hierarchically coupled system.

Alternatively, to show the convergence of the entire network,
a composite Lyapunov function could be constructed as in
[40].

If the process and measurement noises are not zero, it can
be shown based on Theorem 1 that the observation error
(11) is indeed uniformly ultimately bounded, [21], so that the
estimated state ẑi converges to the plant’s state z within a
bounded region whose size depends on the noises.

Remark 7. Results of this section extend [32] by consid-
ering a general plant dynamics, while considering process
and measurement noises, unlike [37], that assumes perfect
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measurements. Moreover, different from [37], all nodes in
the irreducible leader group and the remainder of the network
implement the same observer dynamics (10) and design their
local observer gains Gi and distributed observer gains Fi in the
same way, independently of each other. In particular, a given
non-sensing node need not know if it is in the irreducible
leader group or the remainder of the network. Theorem 1 and
Proposition 1 imply different lower bounds on γ hence, for the
purposes of design, a more conservative one should be chosen
by all nodes to guarantee the stability of the entire network.

The general conclusions of this section provide a basis for
the specific design detailed in the following section. Theorem
1, Proposition 1 and Theorem 2 require several design param-
eters, Qi, Ui, αj , and γ, which are not specified yet. Their
choice influences the performance of the proposed distributed
observer dynamics. In the following section, we detail the
design procedure and address the specific choice of these
design parameters. Those pertain to distributed observers,
nevertheless they will be chosen, in fact, to emulate certain
desirable properties of the Kalman filter.

V. DESIGN PROCEDURE

This section proposes the distributed observer design, satis-
fying conditions of Theorem 2, for an individual node under
the original plant dynamics with process noise (7) and sensor
model with measurement noise (8).

Preliminary steps:
i) Choose γ > 0 satisfying both following bounds

γ > wmax
λmax

(
Ã+ ÃT

)
λmin>0(WLm+1m+1 + LTm+1m+1W )

, (30)

and

γ > θmax

λmax

(
Ã+ ÃT

)
λmin

(
Θ(L̃+ G̃) + (L̃+ G̃)TΘ

) . (31)

ii) Choose β, such that 0 < β ≤ 1.
iii) Let every node i know the values of Ω, γ, and β.

Design steps:
1) Every node i,Oi 6= ∅, chooses its Ui = Ξi and Qi = Ωio,

where Ωio is found from

TiΩT
T
i =

[
Ωio Ωi12

Ωi21 Ωiō

]
. (32)

2) Every node i,Oi 6= ∅, then calculates M−1
i as the

solution of the ARE (17).
3) Every node i,Oi 6= ∅, also calculates

αijmax =
wminλmin

(
M̄iQiM̄i

)
wmax(p− 1)λmax

(
Aj +ATj

) , j ∈ Oi, (33)

and communicates the value of αijmax to all other nodes
in the network.

4) Every node k ∈ D̄j ,∀j, chooses its αj as

αj = min{1, βα∗jmax} (34)

where α∗jmax = min{αijmax|i ∈ Dj}.

5) All nodes design their Gi and Fi according to Theorem 1.
The preliminary steps are the only centralized elements of

the design. Note that, in contrast to [33], [34], our communica-
tion scheme does not require communicating the covariances.
Neither we consider channel noise as is done in [35]. This
reduces the communication burden and improves stability.

Remark 8. The design procedure outlined above relies on
having Qi � 0 as this is needed in Theorem 1. If, however,
there is no disturbance acting on the plant, Ω = 0, we propose
a slight modification of the design by choosing the design
parameter Qi as Qi = εInio , where ε is a small positive scalar
chosen considering magnitudes of the noise covariances Ξi.

Furthermore, for purposes of the design, the assigned covari-
ance matrices Qi and Ui can be scaled equally by an arbitrary
constant, at least for asymptotically stable plants or unstable
plants with α∗jmax

> 1, ∀j ∈
⋃p
i=1 Ōi. This scaling brings an

additional degree of freedom offered by the design to possibly
improve the estimator performance.

Note, that the choice of αj in (34) is conservative to satisfy
the upper bound on αj in (18). This conservativeness comes
from the choice of αijmax in (33). If |Dj | = 1, i.e. only one
node observes the jth state-group, then (33) is the same as
(18). On the other hand, if |Dj | > 1, i.e. more than one node
observers the jth state-group, then (33) is more conservative
that (18).

According to (34), if the upper bound on αj is greater than
1, i.e. α∗jmax > 1, then αj = 1. Otherwise αj is chosen
such that 0 < αj ≤ 1. There is no reason for αj to be chosen
greater than 1, since the greater the αj the smaller the stability
margin guaranteed by the Lyapunov function in the proof of
Theorem 1. The exact value of αj is in this case determined
by the auxiliary design parameter β.

The lower bounds on γ in (30) and (31) imply (71) and (27).
The lower bound (71), following from Proof of Theorem 1, is
primarily determined by the indefinite term λmax(H + HT ).
The block diagonal matrix (H+HT ) is composed of two types
of blocks (Hio+HT

io) and (Hiō+HT
iō). The first type, given by

Hio = M̄io(Aio −GioCio), i ∈ V, j ∈ Oi, corresponds to the
observable state-groups of the ith node and the eigenvalues of
such a block are negative. Hence those do not affect the lower
bound on γ in (71) and can be disregarded. The second type
(Hiō+HT

iō) is also a block diagonal matrix but with indefinite
blocks (Hij +HT

ij) = αmax(ATj + Aj), i ∈ V, j ∈ Oi, where
αmax is an upper bound on all αj . It yields a new numerator
of the lower bound (71) in the form

λmax(H +HT ) ≤ αmaxλmax(Aj +ATj ). (35)

Taking into consideration an upper bound on αj , (34), one can
put αmax = 1. Then the new numerator (35) of (71) and also
the second lower bound (31), yield simplified lower bounds
(30) and (31).

Hereby we showed that the outlined design indeed satisfies
conditions of Theorem 1 and Proposition 1, guaranteeing
observer convergence as per Theorem 2.

Remark 9. The conservative choice of αjs brings robustness
to a sensor failure. If one node stops measuring and its previ-
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ously measured state-groups are still measured by other nodes
in the network, the observation error dynamics remains stable
according to Theorem 2. This property allows incorporation
of redundant nodes to the network to increase robustness of
the distributed observer. Moreover, fixing of the upper bound
on αj , (34), brings an additional benefit; it establishes definite
lower bounds on γ, which are independent of αj .

A. Theoretical analysis
This subsection provides further discussion on the properties

of the presented distributed observer design, in particular
reflecting on the similarities with the celebrated Kalman filter.

Remark 10. Design parameters Qi and Ui are chosen as
covariance matrices of the process and measurement noise to
emulate the Kalman filter design. Hence every sensing node
implements its local Kalman filter to estimate observable state-
groups of the plant given its local measurements and noises.
This brings local sensor fusion.

To elucidate this further, we analyze the behavior of the
local observer gain Gi in dependence of the design matrices Qi
and Ui given by noise covariances. Following the properties of
the Kalman filter, which are well documented, [38], [45], [46],
if for the ith node Gi is chosen according to the solution M̄−1

i

of the ARE (17), then if Ui increases while Qi is fixed Gio
decreases in magnitude and if Qi increases while Ui is fixed
Gio, defined in (58), increases in magnitude. In other words,
the more uncertain the plant state, the greater the weight given
to the measurements and vice versa; the more uncertain the
measurements, the less the weight given to them, or rather
greater weight is given to the plant state. This describes the
local sensor fusion that fuses the already known state estimate
with newly incoming measurement, akin to that of the Kalman
filter.

Let us recall properties of the ARE in the following result.

Lemma 3. By scaling both design matrices Qi and Ui by some
positive scalar δ > 0, for all i, Oi 6= ∅, the local observer
gain Gi does not change but the distributed observer gain Fi
scales with δ for γ fixed.

Proof: Multiplying the ARE (17) by the scaling gain δ
yields
δM̄−1

i AT
io+AioδM̄

−1
i +δQi−2δM̄−1

i CT
ioU
−1
i CioM̄

−1
i = 0, (36)

(δM̄−1
i )AT

io +Aio(δM̄−1
i ) + δQi

− 2(δM̄−1
i )CT

io(
1

δ
U−1

i )Cio(δM̄−1
i ) = 0. (37)

Hence, by multiplying both Qi and Ui by δ the solution M̄−1
i

of the ARE (17) scales as δ. Inserting the scaled terms into
(18) we get

0 < αj <
1

δ

wminλmin

(∑
i∈Dj

M̄iQiM̄i

)
wmax(p− |Dj |)λmax

(
Aj +ATj

) , (38)

which yields that the upper bound on αj scales as 1/δ and
thereby N̄−1

j scales as δ. Inserting this scaling into (19) we
obtain

Fi = γTTi

[
δM̄−1

i 0
0 diag(δN̄−1

j )

]
Ti, j ∈ Ōi. (39)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

z y
x

1 2 3 4

5 6

e21 e32 e43

e14

e13
e53

e63

Fig. 1. A beam divided into 15 finite elements with a sensor network
consisting of 4 sensing nodes, {1, 2, 3, 4}, and 2 non-sensing nodes, {5, 6}.

This shows, that by scaling Qi and Ui by δ, ∀i ∈ V the
distributed observer gain Fi scales as δ.

In contrast, this scaling does not affect the the local observer
gain Gi because the contributions of M−1

i and U−1
i cancel

each other

Gi = TTi

[
(δM̄−1

i )Cio(
1
δU
−1
i )

0

]
. (40)

Remark 11. This has a clear interpretation in the context
of our design. The local observer gain Gi effects the local
Kalman filter from the history of local measurements and state
estimate. If both the process noise Ω and local measurement
noise Ξi scale equally, the local observer gain Gi will not
change but the distributed observer gain Fi will increase, if γ
is kept the same. Simply, the more uncertain the measurements
for the state-group j the greater weight will be given to the
information coming from the network even for non-sensing
nodes.

Moreover, the restriction of the upper bound on all αj to 1
brings an additional degree of freedom in the observer design
as it was already mentioned in Remark 8. It separates scaling
of the observable and unobservable parts of Fi. From the proof
of Lemma 3 it follows that scaling of Ω and Ξi by some δ
scales only the block of Fi corresponding to the observable
subsystem, as long as all αj = 1. This additional functionality
can improve overall performance of the estimator, however
it applies only to stable systems or unstable systems with
α∗jmax

> 1,∀j ∈
⋃p
i=1 Ōi.

Remark 12. The value of αj is chosen the same for all
nodes not measuring the jth state-group directly to design
their Fi. But in fact, αj is determined by the nodes that do
measure this state-group directly, by (18). To be more precise,
αj is determined by the worst sensor sensing state-group j.
This means, if we have a faulty measurement somewhere in
the network, in average we have more corrupt sources of
information, the more the non-sensing nodes will listen to
the network. This increases network cohesion and ultimately
reduces the steady state error covariances.

VI. NUMERICAL SIMULATIONS

The proposed distributed observer design is numerically
validated on a model of a clamped beam adopted from [42,
Section 1.1.4]. The beam is 150 cm long, with a cross-section
of 1 cm2. It is divided into 15 elements, i.e. 14 free and 2
clamped (fixed) nodes as depicted in Fig. 1. Each node has 3
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Fig. 2. The 2-norm of the output matrices Cmkj for the first four modes j
and all possible sensor positions k on the beam on the left and chosen sensor
positions on the right.
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Fig. 3. Frequency response from 6th input to 3rd output.

degrees of freedom (displacement in x and z axis, and pitch
in y axis. In general, the clamped beam model represents a
mass-spring-damper system which is described in nodal form
by a second order matrix differential equation

Mq̈(t) +Dq̇(t) +Kq(t) = Bou(t), (41)
y = Coqq(t) + Cov q̇(t), (42)

where q, q̇, and q̈ are nodal displacement, velocity, and acceler-
ation vectors in R42, M , D, and K are the mass damping, and
stiffness matrices in R42×42, Bo ∈ R42×14 is the input matrix
and Coq , and Cov are the output matrices in ∈ R14×42. The
beam mass and stiffness matrices are given in [42, Appendix
C.2]. The damping matrix is given by Rayleigh damping in
the form D = M · 10−5 +K · 10−6. The sensor locations are
given by Coq = I14 ⊗ coq , where coq = [0 1 0] and Cov is
a zero matrix. For purposes of a proper sensor placement we
first evaluate performance of all possible sensor locations. For
the distributed observer design we consider zero control input,
i.e. u = 0.

A transformation to modal form is used to obtain the
block diagonal structure of the system required by the design.
Following the transformation procedure, described in [42], we
obtain the full modal state-space representation

ż(t) = Amz(t), (43)
y(t) = Cmz(t), (44)

with Am = diag(Amj ) and Cm = [Cm1 , Cm2 , . . . , Cmf
],

where j = 1, 2, ..., f and f represents the number of modal
pairs (state-groups) zj = [ω̄jqmj

q̇mj
]T consisting of modal

displacement zja = ω̄jqmj and modal velocity zjb = q̇mj . The
matrices Amj are in the form

Amj
=

[
0 ω̄j
−ω̄j −2ζjω̄j

]
, (45)

where ω̄j is the jth modal frequency and ζj is the jth modal
damping ratio. Since the plant is a flexible structure, the modal
output matrix Cm satisfies Assumption 1.

The model order reduction technique, [42], is used to obtain
the reduced model containing the first l = 4 dominant modes
given by frequencies ω̄ = [89, 221, 409, 651]T Hz, hence the
set of state-groups is S = {1, 2, 3, 4}. The output matrix
Cm is reduced column-wise to contain only the 4 chosen
modes. The 2-norm of the output matrices Cmkj

for the 4
considered modes j ∈ S and all possible sensor positions
k ∈ {1, 2, . . . , 14} is depicted in Fig. 2 on the left. The
output matrix is further reduced row-wise by choosing only
the sensor locations 3, 7, 9, 11 for good sensing performance
of all 4 modes. A detailed comparison of the 2-norm of output
matrices Cmkj

for chosen sensor locations is shown in Fig. 2
on the right. As discussed in Remark 1, the magnitude of
some Cmkj

is very small for the distributed design, hence one
can consider them to be zero as long as the Assumption 2
remains satisfied. The small magnitudes of Cmkj

for chosen
sensor locations appear in Fig. 2 in red color. Observable set
for each node is allocated as follows: O1 = {1, 2, 3, 4},O2 =
{1, 3},O3 = {1, 2, 4},O4 = {1, 2, 3},O5 = ∅ and O6 = ∅.
The observability of modes is found to satisfy Assumption 2.

After the model order reduction and sensor placement we
obtain the reduced-order model of the beam given by the
plant dynamics with process noise, (7), and sensor model
with measurement noise, (8). The reduced-order model has
Ã ∈ R8×8 and C̃ ∈ R4×8. Fig. 3 shows a comparison
of the amplitude characteristic of frequency response for the
nominal plant and the reduced model. The frequency response
is calculated by considering an input displacement at node 6
in z direction and measuring a response of a sensor at node
4 in y direction. It is introduced for a better interpretation of
the reduced model, however for purposes of this design we do
not consider any input.

The communication topology of the sensor network is given
in Fig. 1. It consists of four sensing nodes V1 = {1, 2, 3, 4}
contained in an irreducible leader group and two non-sensing
nodes V2 = {5, 6} located in the remainder of the graph, i.e.
V = V1 ∪ V2. Note that the topology satisfies Assumption 3.
The corresponding adjacency matrix is

E =


0 0 1 1
1 0 0 0
0 1 0 0
0 0 1 0

0 0
0 0
0 0
0 0

0 0 1 0
0 0 1 0

0 0
0 0

 . (46)

The beam model represents a low damped flexible structure
with stable poles close to the imaginary axis. For this reason
the bounds on the αj and γ do not restrict the design, i.e.
their values can be set arbitrary large. Nevertheless, following
the design guidelines from Section V we set αj = 1,∀j. The
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value of γ is chosen later such that the rate of convergence
corresponds to the speed of the local observers.

A. Simulation with initial conditions

Functionality of the proposed distributed observer is demon-
strated on a simulation of the clamped beam excited only
by initial conditions. The plant initial conditions in nodal
coordinates are set to zero except the displacement in z
direction at 7th position which is set to 0.01. The corre-
sponding initial conditions in modal coordinates are: z(0) =
[2.9, 0,−5.2, 0,−6.2, 0, 21.5, 0]. Initial conditions of nodes
in the sensor network are chosen randomly in appropriate
scales. The sensing nodes’ measurement noises are WGN with
covariance matrix Ξ = diag([2, 5, 3, 0.1])·10−6. Process noises
are also WGN with randomly generated diagonal covariance
matrix Ω = diag([6, 10, 10, 6, 18, 14, 8, 8]) ·10−4. The remain-
ing design parameters are: α = 1, β = 1, and γ = 200.

Out analysis follows three simulated scenarios:
a) General simulation with introduced parameters.
b) Measurement degradation of 4th node, i.e. Ω44 = 10−2.
c) Failure of the communication link 4→ 1, i.e. e14 = 0.
In all three investigated cases 2-norm of the state observation
error ηij , depicted in Fig. 6, converges to a bounded region
given by the magnitude of the process and measurement
noises, hence each node i ∈ V obtains a full estimate of
the plant state vector. These results validate the conclusion
of Theorem 2. In general, more dominant modes have bet-
ter observability, therefore their convergence speed is faster,
which is evident from the figures.

a) General simulation: This simulation shows the function-
ality of the proposed observer. The convergence of the ith node
modal estimate ẑij to the plant modal vector zj can be seen in
Fig. 4. and also in Fig. 6a in form of 2-norm of the estimation
error ηij . The comparison of the sensing nodes’ measurements
with their measurement estimates is given in Fig. 5.

b) Measurement degradation: In case of corrupted mea-
surements of the 4th sensing node, the convergence of the
estimator is shown in Fig. 6b. The 4th node obtains the
full estimates of the plant state together with the rest of the
network in spite of its corrupted measurement. The reason is
the judiciously designed distributed observer which for the 4th
node takes into consideration the large noise variance of that
measurement and thereby imposes small G4 and large F4. In
other words 4th node assigns much larger confidence to infor-
mations from its neighbors than to its corrupted measurement.
This also follows from the 2-norms of G4 and F4 before and
after the measurement degradation, which are ‖G4‖2 = 248,
‖F4‖2 = 1 and ‖G4‖2 = 0.44, ‖F4‖2 = 12, respectively. By
its comparison to a general case from Fig. 6a it can be seen,
that small noise variance in 4th sensing node provides slight
improvement in convergence rate of the estimator.

c) Communication link failure: By failure of the commu-
nication link from node 4 to node 1, the redundant sensing
node 4 gets disconnected from the irreducible leader group.
In this particular case, the rest of the network is not able to
obtain information from the 4th node. Since the Assumption 2
remains satisfied the nodes are still able to obtain full estimate
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Fig. 4. The plants modal displacements and nodes’ estimates, zja and ẑija ,
∀(i, j), i ∈ V, j ∈ S, in time-domain, response to initial conditions.
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Fig. 5. Comparison of measured and estimated nodal displacement qzk , ∀k ∈
{3, 7, 9, 11} of the sensing nodes, response to initial conditions.

of the plant states. Fig. 6c shows that the 4th node estimates the
modes faster than other nodes, except for the 4th mode which
is in agreement with the network. The small noise variance in
the 4th node measurement causes the 4th node to assign larger
confidence to its measurements that to information from the
network, therefore the 4th nodes estimates of the modes 1,
2, and 3 show faster convergence than the network. On the
other hand, the 4th mode is unobservable from the 4th nodes
perspective, hence it receives information on that mode from
the network. This is in line with the analysis of the observer
convergence provided in Section IV. Note that, because there
is no other link from the node 4 to the irreducible leader group,
failure of this link is identical to the failure of the sensing node
4 from all other nodes’ perspective.

B. Steady-state simulation

To provide insight into the overall deterioration of precision
of nodes’ estimates for all three investigated cases from
Section VI-A, the plant and the sensor network are simulated
in a steady state with zero initial conditions. Fig. 7 shows a
comparison of the calculated variances of modal displacement
observation errors zija . It can be seen that differences in the
variances are negligible, hence the proposed design is found
robust to measurement degradation and a link/node failure.
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Fig. 6. The 2-norm of the state observation error ηij , ∀(i, j), i ∈ V, j ∈ S, response to initial conditions. Simulation for three cases: a) general case for
demonstration of the observer convergence; b) 4th sensor measurement degradation; c) failure of the communication link from node 4 to node 1.
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Fig. 7. Variance of modal displacement estimation error ηija , ∀(i, j), i ∈
V, j ∈ S, steady-state simulation for the three cases a), b) and c).

VII. CONCLUSION

In this paper, we propose a distributed Luenberger-like ob-
server design for sensor networks, which considers disturbance
acting on states of the plant and noise corrupting the sensor
measurements. Observer nodes in the sensor network are
designed and implemented in a fully distributed manner based
only on their local information and information from their
neighbors. The presented distributed observer design exhibits
good scalability on large-scale sensor networks and flexibility
to integrating new nodes into the network. Additional node
redundancy provides robustness to communication link or
node failures. The convergence of the state estimates of
networked observers to the plant (target) state are rigorously
proven. The observer design is thoroughly described and
its theoretical analysis is provided. Numerical simulations
validate the proposed distributed observer design.

APPENDIX A

Proof of Theorem 1: Define a Lyapunov function candi-
date in the quadratic form

V =
∑
i∈V wiη

T
i Miηi, (47)

where wi > 0 is the element of the left eigenvector corre-
sponding to zero eigenvalue of the Laplacian matrix L defined
in Theorem 1 and Mi ∈ Rn×n is a positive definite symmetric
matrix to be specified later in the proof. The time-derivative
of this Lyapunov function candidate is

V̇ =
∑
i∈V wi(η̇i

TMiηi + ηTi Miη̇i), (48)

V̇ =
∑

i∈V wiη
T
i

(
Mi(Ã−GiCiΠ) + (Ã−GiCiΠ)TMi

)
ηi

+ 2
∑

i∈V wiη
T
i MiFi

∑
j∈V eij(ηj − ηi). (49)

Let MiFi = γIn with γ ∈ R+. The second term can be
rewritten to a quadratic form according to [13] as follows

2
∑
i∈V wiη

T
i MiFi

∑
j∈V eij(ηj − ηi) =

2γ
∑
i,j wieijη

T
i (ηj − ηi) =

γ
∑
i,j wieijη

T
i (ηj − ηi) + γ

∑
i,j wieijη

T
j (ηi − ηj) =

− γ
∑
i,j wieij(ηj − ηi)T (ηj − ηi), (50)

yielding the derivative of the Lyapunov function in the form

V̇ =
∑

i∈V wiη
T
i

(
Mi(Ã−GiCiΠ) + (Ã−GiCiΠ)TMi

)
ηi

− γ
∑

i,j∈V wieij(ηj − ηi)
T (ηj − ηi). (51)

Note, that the second term of the time-derivative of the
Lyapunov function (51) is negative semidefinite. It is zero
only for the case ηi = ηj ,∀(j, i) ∈ E . To show V̇ < 0 we
investigate two cases; first, for ηi = ηj ,∀(j, i) ∈ E , the second
term vanishes and we show that the first term is then negative
definite. Then, for ∃(j, i) ∈ E , ηi 6= ηj , we show that the
second negative definite term overpowers the first indefinite
term.

1) Let ηi = ηj ,∀(j, i) ∈ E . The time-derivative of the
Lyapunov function then retains only the first term

V̇ =
∑
i∈V wiη

T
i

(
Mi(Ã−GiCiΠ)

+(Ã−GiCiΠ)TMi

)
ηi. (52)

Define a permutation matrix Ti ∈ Rni×ni , TTi = T−1
i , that

rearranges the states groups ηij of ith observer node into
observable and unobservable ones as follows

η̂i =

[
ηio
ηiō

]
= Tiηi. (53)

Applying this transformation, the time-derivative of the Lya-
punov function can be written as

V̇ =
∑
i∈V wiη̂i

TTi

(
Mi(Ã−GiCiΠ)

+ (Ã−GiCiΠ)TMi

)
TTi η̂i, (54)

V̇ =
∑
i wiη̂i

T
(
TiMiT

T
i (TiÃT

T
i − TiGiCiΠTTi )

+ (TiÃT
T
i − TiGiCiΠTTi )TTiMiT

T
i

)
η̂i
T , (55)
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V̇ =
∑

i wiη̂i
T
(
M̂i(Â− ĜiĈi) + (Â− ĜiĈi)

T M̂i

)
η̂i, (56)

with the state-space matrices of the plant dynamics in the
Kalman decomposed form

Â = TiÃT
−1
i = TiÃT

T
i =

[
Aio 0
0 Aiō

]
,

Ĉi = CiΠT
T
i =

[
Cio 0

]
,

(57)

and the local observer gain matrix and matrix M̂i in the form

Ĝi = TiGi =

[
Gio
0

]
,

M̂i = TiMiT
T
i =

[
M̄i 0
0 N̄i

]
,

(58)

where Aio = diag(Aj), j ∈ Oi and Aiō = diag(Aj), j ∈ Ōi
are block diagonal matrices with |Oi| and |Ōi| blocks on
their diagonal. Similarly, N̄i = diag(Nj), j ∈ Ōi is a block
diagonal matrix with |Ōi| blocks on its diagonal in agreement
with the block structure of Aiō. Matrix Cio can be interpreted
as a row vector consisting of |Oi| elements (matrices) Cij ,
j ∈ Oi. Note that the system matrix Â in (57) has zero
matrices on the off-diagonal blocks because of the Assumption
1 considering observability of a state-group.

We can write the time-derivative of the Lyapunov function
as V̇ =

∑
i wiη̂

T
i (Ji + JTi )η̂i with

Ji =

[
M̄i 0
0 N̄i

]([
Aio 0
0 Aiō

]

−
[
Gio
0

] [
Cio 0

])
, (59)

or in an expanded form as follows

Ji =


M̄i(Aio −GioCio)

+(Aio −GioCio)T M̄i

0

0
N̄iAiō

+ATiōN̄i

 . (60)

This transformation allows us to split the time-derivative of the
Lyapunov function into two terms representing the contribu-
tions of observable and unobservable state-groups separately

V̇ =
∑

i wiη
T
io

(
M̄i(Aio −GioCio) + (Aio −GioCio)T M̄i

)
ηio

+
∑

i wiη
T
iō

(
N̄iAiō +AT

iōN̄i

)
ηiō. (61)

Referring to Theorem 1, let Qi � 0 and Ui � 0 are
chosen matrices and the local observer gain is given by
Gio = M̄−1

i CTioU
−1
i , where M̄−1

i is the solution of the ARE
(17). Then by using the ARE (17), the first term of the time-
derivative of the Lyapunnov function can be simplified

M̄i(Aio −GioCio) + (Aio −GioCio)T M̄i =

M̄i

(
(Aio −GioCio)M̄−1

i + M̄−1
i (Aio −GioCio)T

)
M̄i =

M̄i(M̄
−1
i ATio +AioM̄

−1
i − 2M̄−1

i CTioU
−1
i CioM̄

−1
i )M̄i =

M̄i(−Qi − M̄−1
i CTioU

−1
i CioM̄

−1
i )M̄i. (62)

Then the time-derivative of the Lyapunov function is

V̇ =
∑
i wiη

T
ioM̄i(−Qi − M̄−1

i CTioU
−1
i CioM̄

−1
i )M̄iηio

+
∑
i wiη

T
iō

(
N̄iAiō +ATiōN̄i

)
ηiō. (63)

By neglecting the negative semi-definite term with
(−M̄−1

i CTioU
−1
i CioM̄

−1
i ) we find an upper bound on

the time-derivative of the Lyapunov function as

V̇ < −
∑
i wiη

T
ioM̄iQiM̄iηio

+
∑
i wiη

T
iō

(
N̄iAiō +ATiōN̄i

)
ηiō. (64)

Finding lower bound on the first term gives∑
i wiλmin(M̄iQiM̄i)η

T
ioηio ≤

∑
i wiη

T
ioM̄iQiM̄iηio (65)

Let N̄i = diag(Nj), Nj ∈ Rnj×nj , j ∈ Ōi. Denote
Rj = NjAj+A

T
j Nj , then the time-derivative of the Lyapunov

function is

V̇ < −
∑
i∈V wi

(∑
j∈Oi

λmin(M̄iQiM̄i)η
T
ijInj

ηij

)
+
∑
i∈V wi

(∑
j∈Ōi

ηTijRjηij

)
. (66)

Let us recall that here ηi = ηj ,∀(j, i) ∈ E , which implies
that all corresponding state-groups of all nodes are equal, i.e.
η∗j = η1j = η2j = · · · = ηpj ,∀j ∈ S. This allows us to
rewrite the time-derivative of the Lyapunov function into the
form V̇ =

∑
j∈S η

∗T
j Ejη

∗
j where

Ej < −
∑
i∈Dj

wiλmin(M̄iQiM̄i)Inj
+
∑
i∈D̄j

wiRj , (67)

with sum over state-groups instead of sum over agents and
vice versa. For V̇ < 0, as state-groups are dynamically
independent, Ej ≺ 0 has to be satisfied by each state-group
j. The second sum in Ej is indefinite while the first sum is
negative definite. To allow V̇ ≺ 0, every state-group has to be
observable by at least one agent to have at least one negative
definite term in Ej . Note that this property is guaranteed by
Assumption 2.

Using the definition Nj = αjInj
from Theorem 1 we derive

an upper bound on matrix Ej as follows

Ej ≤ −wmin
∑
i∈Dj

λmin(M̄iQiM̄i)

+ (p− |Dj |)αjwmaxλmax
(
Aj +ATj

)
. (68)

Choosing αj as in (18), Ej ≺ 0, thus V̇ < 0 for the
investigated case when ηi = ηj ,∀(j, i) ∈ E .

2) Let now ∃(j, i) ∈ E , ηi 6= ηj . Define a Kronecker product
W = W ⊗ In, W = diag(wi) and a block diagonal matrix
H = diag(Mi(Ã −GiCiΠ)), i ∈ V . Rewriting the derivative
of the Lyapunov function (51) to the matrix form gives

V̇ = ηT
(
W
(
H +HT

))
η

− γηT
(
(WL+ LTW )⊗ In

)
η. (69)

The first term of (69) is generally indefinite while the second
term is negative definite. Finding upper and lower bounds on
these two terms we get

V̇ ≤ wmaxλmax
(
H +HT

)
‖η‖2

− γλmin>0(WL+ LTW )‖η‖2 (70)
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Hence the derivative of the Lyapunov function is negative
definite for

γ > wmax
λmax

(
H +HT

)
λmin>0(WL+ LTW )

. (71)

For sufficiently large γ, V̇ < 0 for the second investigated
case ∃(j, i) ∈ E , ηi 6= ηj .

Hereby we showed that the time-derivative of the Lyapunov
function candidate (47) is negative definite. Hence the nodes’
estimation dynamics (10) is stable in the sense that nodes’
states always converge to the plant state. This concludes the
proof.
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8. DISTRIBUTED ADAPTIVE CONSENSUS PROTOCOLS 

Štefan Knotek, Kristian Hengster-Movric, and Michael Sebek, Distributed adaptive consensus protocol 

with decaying gains on directed graphs, 6th IFAC Workshop on Distributed Estimation and Control in 

Networked Systems, Tokyo, Japan, September, 2016. IFAC-PapersOnLine 49 (22), pp. 355-360, 2016 

Štefan Knotek, Kristian Hengster-Movric, Michael Šebek, Distributed adaptive consensus protocol 

with Laplacian eigenvalues estimation, 21st International Conference on Process Control (PC), 2017, 

pp. 269-273, 2017 

The following two conference papers investigate the possibilities of using adaptive consensus 

protocols on directed graphs in which the only remaining requirement for centralized information 

in the synchronizing region based designs is avoided through adaptation the coupling constant. In 

particular, the coupling constant in the synchronizing region designs, required for single-agent 

design, is often found to depend on the global graph topology which is not known to each/any 

single-agent. Distributed adaptation protocols are supposed to, in a way, overcome this obstacle 

by providing that information to all single-agents dynamically. Those results were first presented 

on the 2016 Necsys conference, and 2017 Process Control conference.  Results are applicable, in 

principle, to all designs based on synchronizing region methods, which would, in turn, make them 

indeed fully distributed. 

The first section presents a distributed adaptive consensus protocol that solves the cooperative regulator 

problem for multi-agent systems with general linear time-invariant dynamics networked on directed, strongly 

connected communication graphs. This protocol addresses the problems of recent distributed adaptive 

consensus protocols with large or unbounded coupling gains. These problems are solved by introducing a novel 

coupling gain dynamics that allows the coupling gains to synchronize and decay to some estimated value. 

Unlike the static consensus protocols, which require the knowledge of the smallest real part of the non-zero 

Laplacian eigenvalue to design their coupling gain, the proposed adaptive consensus protocol does not require 

any centralized information. It can be therefore implemented on agents in a fully distributed fashion. 

The second section addresses distributed consensus problem for multi-agent systems with general linear time-

invariant dynamics and undirected connected communication graphs. A distributed adaptive consensus protocol 

is found to solve problems of existing adaptive consensus protocols related to different, generally large and 

possibly unbounded coupling gains. This protocol guaranties ultimate boundedness under all conditions, 

however for an asymptotic stability, a proper estimation of reference values for coupling gains is required. In 

this work, we propose an algorithm for the estimation of this coupling gain reference. The algorithm is based 

on a distributed estimation of Laplacian matrix eigenvalues. In comparison to previously proposed algorithm 

based on the interval halving method, this algorithm offers robustness to change of the network topology. In 

addition, it decouples the estimation from the consensus protocol; hence it does not influence stability 

properties of the adaptive consensus protocol. 
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Distributed Adaptive Consensus Protocol
with Decaying Gains on Directed Graphs ?

Štefan Knotek, Kristian Hengster-Movric and Michael Šebek

Department of Control Engineering, Czech Technical University,
Prague, Czech Republic (e-mail: stefan.knotek@fel.cvut.cz)

Abstract: In this paper we present a distributed adaptive consensus protocol, that solves
the cooperative regulator problem for multi-agent systems with general linear time-invariant
dynamics and directed, strongly connected communication graphs. The protocol addresses the
problems of recent distributed adaptive consensus protocols with large or unbounded coupling
gains. These problems are solved by introducing a novel coupling gain dynamics that allows the
coupling gains to synchronize and decay to some estimated value. Unlike the static consensus
protocols, which require the knowledge of the smallest real part of the non-zero Laplacian
eigenvalues to design the coupling gain, the proposed adaptive consensus protocol does not
require any centralized information. It can be therefore implemented on agents in a fully
distributed fashion.

Keywords: cooperative control, adaptive control, multi-agent systems.

1. INTRODUCTION

In past few decades an increasing demand for the cooper-
ation of multiple interconnected systems initiated a great
progress made in the design of distributed controllers for
networked multi-agent systems. The inspiration came from
the collective animal behaviour such as schooling of fish,
flocking of birds, herding of quadrupeds and swarming of
insect.

The designs of distributed controllers were motivated by
the previously developed theoretical results in the central-
ized control. When the centralized controller is used for
the control of a network of agents, the controller views it
as a single complex system, therefore the complexity of the
centralized controller increases with the complexity of the
network. In most applications the centralized controller
can not observe the full state information due to commu-
nication constrains between agents. Moreover, centralized
controller might fail when the network topology changes,
e.g. an agent or an edge is added or dropped. Therefore the
distributed control approach was developed for the control
of the multi-agent systems. It handles all drawbacks of the
centralized approach and enjoys many advantages, such as
robustness, flexibility and scalability.

The basic distributed consensus protocols for formation
control in networked multi-agent systems are introduced
by Fax and Murray (2004), Olfati-Saber and Murray
(2004), Olfati-Saber et al. (2007) and Ren et al. (2007).
Various approaches of design of distributed controllers on
directed communication graphs are summarized by Zhang
et al. (2012). The passivity based design of cooperative
controllers is introduces by Arcak (2007). A unified view-
point on design of consensus regulator on directed graph
topologies using the synchronizing region is introduced by

? This work was supported by the Grant Agency of the Czech Tech-
nical University in Prague, grant No. SGS16/232/OHK3/3T/13.

Li et al. (2010). The design of distributed controllers and
observers using state or output-feedback in continuous and
discrete-time is considered by Zhang et al. (2011), Zhang
et al. (2012) and Hengster-Movric and Lewis (2013).

The static consensus protocols, e.g. by Li et al. (2010) and
Zhang et al. (2011) are very popular in the community be-
cause of their well developed and simple controller design.
However, because the centralized information (knowledge
of the graph topology) is required by each agent by the
design, they are not fully distributed.

The recently developed adaptive consensus protocols by
Li et al. (2013) and Li et al. (2015) propose a solution to
this problem. Since they do not rely on any centralized
information, the distributed controllers of agents can be
implemented independently without using any global in-
formation. Nevertheless the benefit from distributiveness
suffers from the high control effort and weak robustness.

In Knotek et al. (2016) we present an adaptive consen-
sus protocol to solve the cooperative regulator problem
on undirected graphs. The protocol introduces a novel
coupling gain dynamics that forces the coupling gains
to synchronize and decay to some estimated value. This
solves the above mentioned problems of recent adaptive
consensus protocols. In this paper we expand these results
to solve the cooperative regulator problem on directed
strongly connected communication graphs.

This paper is structured as follows. Section 2 introduces
the basic notation and graph preliminaries used through-
out the paper. Section 3 states the problems that are being
solved by the novel adaptive consensus protocol presented
in Section 4. Numerical simulations of the introduced
protocol are given in Section 5. Section 6 concludes the
paper.
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2. PRELIMINARIES

In this paper the following notations and definitions are
used. Rm×n denotes the set of m × n real matrices. A
matrix M = diag(v) for v ∈ Rn denotes Rn×n diagonal
matrix with elements of the vector v on the diagonal.
Positive (semi)-definite symmetric matrix is denoted by
M � (�)0.

A directed graph is given by G = (V, E), where V =
{v1, . . . , vN} is a nonempty finite set of nodes and E ⊂ V×
V is a set of arcs. An arc is an ordered pair of nodes (vj , vi),
vj 6= vi, where vj is a child node and vi is a parent node, i.e.
the information flows from node vi to node vj . A directed
path of length N from node v1 to node vN is an ordered set
of distinct nodes {v1, . . . , vN} such that (vl, vl+1) ∈ E for
all l ∈ [1, N − 1]. A directed graph is strongly connected if
there exist a directed path from every node to every other
node. In the sequel, we assume the graph G to be directed,
strongly connected and simple, i.e. there are no repeated
edges or self-loops (vi, vi) /∈ E ,∀i.
The adjacency matrix E = [eij ] ∈ RN×N associated with
the graph G is defined by eij > 0 if (vj , vi) ∈ E , otherwise
eij = 0. Let the degree matrix D = [dij ] ∈ RN×N be a
diagonal matrix given by dii =

∑
j 6=i eij . Then the graph

Laplacian matrix is defined by L = D−E. Denote p ∈ RN

the left eigenvector of L, such that pTL = 0.

3. MOTIVATION

Consider a graph G, that consists of N identical agents
with general LTI dynamics

ẋi = Axi +Bui, i = 1, . . . , N (1)

where xi ∈ Rn is the state, ui ∈ Rm is the input, and
A ∈ Rn×n and B ∈ Rn×m are constant matrices. The
matrix A is not necessarily stable but the pair of matrices
(A,B) is assumed to be stabilizable.

The goal is to design a control law to solve the cooperative
regulator problem in the sense of limt→∞ ||xj − xi|| =
0, ∀i, j = 1, . . . , N without requiring any centralized
information. An adaptive control approach proposes a
possible solution to this problem.

There has been several proposed distributed adaptive con-
sensus protocols. The adaptive consensus protocol intro-
duced in Li et al. (2013) solves the cooperative regulator
problem on undirected connected graphs. The more recent
adaptive consensus protocol by Li et al. (2015) solves the
cooperative tracking problem on directed graphs contain-
ing a spanning tree with the leader as the root node. The
distributed adaptive consensus protocols do not require
any global information of a communication graph, there-
fore they are fully distributed. Nevertheless they introduce
also several drawbacks.

Since their coupling gain dynamics contains a quadratic
term the coupling gain derivative is a monotonically in-
creasing function and the coupling gain values rise as
long as there is some error in states between agents. The
farther the initial conditions of the agents, the higher
the final values of the coupling gains. The coupling gains
might therefore reach higher values than it is needed for
the network stability. The coupling gains are decoupled,

therefore they end up with different final values and the
network gets unbalanced, i.e. the agents react differently
to the input signal.

Assuming some noise in state measurements, the coupling
gains would permanently rise until they reach some phys-
ical bound. Therefore the coupling gains could be just
statically set to the boundary value and the adaptive
consensus protocol would not be necessary.

To solve the cooperative regulator problem on directed
strongly connected graphs and address the above men-
tioned difficulties, we introduce a novel adaptive control
protocol, that allows coupling gains to decay and synchro-
nize.

4. ADAPTIVE CONSENSUS PROTOCOL

Let each agent implement a control input in the form

ui = ciK
N∑
j=1

eij(xj − xi), i = 1, . . . , N (2)

where ci ≥ 0 is the time-varying coupling gain associated
with an i-th agent. The i-th agent dynamics is given by

ẋi = Axi + ciBK
N∑
j=1

eij(xj − xi). (3)

Let each agent implement the coupling gain dynamics

ċi =
N∑
j=1

eij(xj−xi)T Γ(xj−xi)+
N∑
j=1

eij(cj−ci)−`(ci−κi)

(4)
where ` > 0 is a constant, κi ≥ 0 is a constant estimated
by the i-th agent and Γ ∈ Rn×n is the adaptation-gain
matrix.

The gain matrices K and Γ are designed by the LQR
method. Let Q ∈ Rn×n and R ∈ Rm×m be positive definite
symmetric matrices, then

K = R−1BTP (5)

Γ = PBK (6)

where the positive definite symmetric matrix P ∈ Rn×n

is the unique positive definite solution of the algebraic
Riccati equation (ARE)

0 = ATP + PA+Q− PBR−1BTP. (7)

The introduced adaptive consensus protocol (2, 4) is
motivated by Li et al. (2013) and Li et al. (2015), however
there are several major differences. The coupling gains are
associated with each agent as by Li et al. (2015) and not
each interconnection as by Li et al. (2013), but the protocol
is more similar to Li et al. (2013). This leads to qualitative
changes in the network interactions.

The coupling gain dynamics (4) is not a monotonically
increasing function as it was in Li et al. (2013) and Li
et al. (2015). It consists of three main terms. The first term
on the right-hand side

∑
j eij(xj − xi)T Γ(xj − xi) is the

non-negative quadratic term motivated by the coupling
gain dynamics from Li et al. (2013). Its purpose is to
push the coupling gains to higher values until the states
get synchronized. The second term on the right-hand side
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∑
j eij(cj−ci) synchronizes the coupling gains and thereby

solves the above mentioned difficulties with different and
to some extent high coupling gains. The third term on
the right-hand side −`(ci − κi) pushes the coupling gains
to κi and by this solves the problem with generally high
gains. The value of κi is estimated by an estimation
algorithm. The decay rate ` determines the strength of
the convergence of the coupling gain ci to the value of κi.

The proper estimation of κi is required for the exponential
stability of the network dynamic (3, 4). Not estimating κi
and just setting it to zero would mean that the solution of
the network dynamics ends up in a bounded set. This worst
case behaviour guarantees that the states of agents can not
get arbitrarily far apart from each other and provides time
for the estimation of κi. The value of κi is estimated by an
estimation algorithm from the network trajectory. This is
thoroughly discussed in the next sections.

In the sequel, we derive the network dynamics (3, 4)
and investigate its stability. First we define a general
network dynamics (8, 9). Then step by step by modifying
the general network dynamics (adding new terms to the
coupling gain dynamics) we derive the introduced network
dynamics (3, 4). In each step we investigate the stability
of the obtained network dynamics. These results we use to
conclude the stability of the network dynamics (3, 4).

4.1 General network dynamics

Assume the general network dynamics (3, 4) with ` = 0

ẋi = Axi + ciBK

N∑
j=1

eij(xj − xi) (8)

ċi =

N∑
j=1

eij(xj − xi)T Γ(xj − xi) +

N∑
j=1

eij(cj − ci) (9)

where decay term −`(ci−κi) that pushes the coupling gain
value ci to the value of κi is omitted.

Assume that the general network dynamics starts with dif-
ferent initial states and different initial coupling gains of all
agents. Consider agents with unstable but stabilizable dy-
namics. If the coupling gains are small the general network
dynamics might be unstable and the states of agents might
diverge. The adaptive term is positive while there is some
error in states of agents, therefore it pushes the coupling
gains to higher values. At the same time the coupling gain
synchronization term pushes the coupling gains towards
each other to synchronize. When the coupling gains rise
sufficiently high the general network dynamics becomes
stable and the states of agents start to synchronize. When
the states of agents get synchronized the adaptive term
is zero. If the coupling gains are not synchronized yet the
synchronization term synchronizes the coupling gains and
they get steady at some common final value. Note that
since the coupling gains are non-negative real numbers the
coupling gain synchronization term can not push them to
negative values.

Starting with agents having a stable dynamics, the general
network dynamics behaves the same as in the previous case
except that it is always stable because it is stable for any
coupling gain values. Note that the control law just speeds

up the synchronization of the states of agents. Since all
agents end up in one common equilibrium the control law
does not need to be implemented to reach consensus.

From the previous analysis, one expects that the states of
agents synchronize and the values of the coupling gains
rise and synchronize to some finite value for all initial
conditions, i.e. the general network dynamics is globally
asymptotically stable. This result is confirmed by the
simulations.

Note that by the asymptotic stability of a network we
mean the stability with respect to the collective dynamics
of agents in the sense of ||xj − xi|| → 0 as t → ∞, ∀i, j.
Same holds for the exponential stability with addition,
that convergence ||xj − xi|| → 0 as t → ∞, ∀i, j is faster
than some exponential function.

The work on the proof of the global asymptotic stability of
the general network dynamics (8, 9) is currently in progress
therefore we introduce just an idea of the proof. Define the
virtual leader x0 =

∑
i pixi and the virtual tracking error

δi = xi− x0. Assume the coupling gain dynamics (4) with
` = 0, then the network error dynamic is

δ̇i = Aδi + ciBK
N∑
j=1

eij(δj − δi)

−
N∑

k=1

pkckBK

N∑
j=1

ekj(δj − δk) (10)

ċi =
N∑
j=1

eij(cj − ci) +
N∑
j=1

eij(δj − δi)T Γ(δj − δi). (11)

Consider a Lyapunov function candidate

V =
N∑
i=1

piδ
T
i Pδi +

N∑
i=1

pi(ci − α)2 (12)

where α is some positive constant. The time-derivative of
the Lyapunov function candidate along the trajectory of
the network error dynamics (10, 11) is

V̇ = δT [P1 ⊗ (ATP + PA)− α(P1L+ LTP1)⊗ Γ]δ

−cTP1Lv −
1

2
cT (P1L+ LTP1)c. (13)

where P1 = diag(p), δ = (δT1 , . . . , δ
T
N )T is the vector of

virtual tracking errors, c = (c1, . . . , cN )T is the vector
of time-varying coupling gains and v = (v1, . . . , vN )T is
the vector of quadratic forms given by vi = δTi Γδi. To
prove that the general network dynamics (8, 9) is globally
exponentially stable it has to be shown, that for every
initial condition there exists α such that V̇ ≤ 0.

The general network dynamics (8, 9) synchronizes the
coupling gains to one common value that is lower than
the final value of the largest coupling gain without using
the coupling gain synchronization. This is found to solve
the problems of the recent adaptive consensus protocols
Li et al. (2013) and Li et al. (2015) with different and
partially large gains. Nevertheless the general network
dynamics inherits the problem with unbounded coupling
gains. Therefore we modify the general network dynamics
to allow coupling gains to decay and introduce the uni-
formly ultimately bounded network dynamics (14, 15).
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4.2 Bounded network dynamics

Assume the coupling gain dynamics (4) with κi = 0, ∀i,
then the network dynamic is given by

ẋi = Axi + ciBK
N∑
j=1

eij(xj − xi) (14)

ċi =
N∑
j=1

eij(xj−xi)T Γ(xj−xi)+
N∑
j=1

eij(cj−ci)−`ci. (15)

This network dynamics consists of the general network
dynamics (8, 9) and an additional decay term −`ci in
the coupling gain dynamics that pushes the values of the
coupling gains to zero.

Consider agents with unstable but stabilizable dynamics.
Assume that the network dynamics (14, 15) starts with
different initial states and different initial coupling gains
of all agents. Note that the network dynamics might
be unstable because of small coupling gains. Then the
adaptive term overpowers the decay term therefore the
coupling gains start to rise. When the coupling gains rise
sufficiently high the network becomes stable and the states
of agents synchronize. When the states of agents get close
to each other the decay term overpowers the adaptive term
and the coupling gains start to decay to zero. Decreasing
coupling gains slowly destabilize the network dynamics.
When the coupling gains decay sufficiently low the network
becomes unstable and the states of agents start to diverge.
With the states far from each other the adaptive term
again overpowers the decay term and the cycle repeats.
Hence one expects oscillatory behaviour of the network
trajectory in some set. The term that synchronizes the
coupling gains apparently does not have any influence on
this oscillatory behaviour. The simulations of the network
dynamics (14, 15) from Section 5 confirm the boundedness
of its solution.

If the agents are stable then also the network dynamics is
stable. The states of agents converge to the equilibrium
point and thereby synchronize, therefore the consensus
protocol is not necessary. Applying the adaptive consensus
protocol one expects faster convergence to consensus. Let
the network dynamics start with different initial states and
initial coupling gains of agents. The coupling gains start
to rise because the adaptive term overpowers the decay
term. The states of agents are pushed towards each other
to synchronize by the adaptive consensus protocol. When
the states of agents get close to each other the decay term
overpowers the adaptive term and the coupling gains start
to decay to zero. At the same time the states of agents
synchronize and the coupling gains tend to zero therefore
the states end up synchronized in the equilibrium point
and the coupling gains end up being zero.

The work on the proof of the boundedness of the solution
of the network dynamics (14, 15) is currently in progress
therefore we introduce just the possible sketch of the proof.
Define the coupling gain transformation zi = ci − β,
where β is some positive constant. Then the network error
dynamics (14, 15) in the new coordinates (δi, zi) is

δ̇i = Aδi+ziBK
N∑
j=1

eij(δj−δi)+βBK
N∑
j=1

eij(δj−δi)

−
N∑

k=1

pkzkBK
N∑
j=1

ekj(δj − δk) (16)

żi =
N∑
j=1

eij(δj − δi)T Γ(δj − δi) +
N∑
j=1

eij(zj − zi)− `zi− `β.

(17)

This network dynamics consists of some nominal dynamics
and the non-vanishing perturbation term −`β, therefore
consider it as the perturbed nominal dynamics. First it
has to be shown, that the nominal dynamics is globally ex-
ponentially stable and the Lyapunov function and its time
derivative are bounded. Then, since the non-vanishing per-
turbation term is bounded, following (Khalil, 1996, Lem.
5.2) it can be shown, that the perturbed nominal dynamics
(16, 17) is uniformly ultimately bounded.

The boundedness of the network dynamics (3, 4) is an
important property. It says that for κi = 0, ∀i, the solution
of the network dynamics is uniformly ultimately bounded,
i.e. in the worst case the solution ends up being bounded.

Having uniform ultimate boundedness is necessary, but not
sufficient for a practical implementation of the protocol.
For that reason we introduce the full form of the proposed
coupling gain dynamics (4). In comparison to the coupling
gain dynamics (15) it contains an additional term `κi, that
can cancel effects of the non-vanishing perturbation term
−`β from (17).

Consider the coupling gain dynamics (4), then the network
error dynamics reads

δ̇i = Aδi+ziBK
N∑
j=1

eij(δj−δi)+βBK
N∑
j=1

eij(δj−δi) (18)

żi = −`zi + `κi − `β +
N∑
j=1

eij(zj − zi)

+
N∑
j=1

eij(δj − δi)T Γ(δj − δi). (19)

Increasing the κi, effects of non-vanishing perturbation
term are continuously reduced until the condition κi = β,
∀i is met. If κi ≥ β, ∀i the non-vanishing perturbation
term is cancelled, the dynamics reduces to the case of nom-
inal dynamics and it gets globally exponentially stable.

4.3 Estimation of κi

Now we have to properly estimate the value of κi to reach
global exponential stability of the network dynamics (3,
4). We require sufficiently high value of κi to guarantee
global exponential stability but at the same time we want
the value as low as possible to minimize the control effort.

To estimate the value of κi we propose an algorithm based
on the interval halving method. The idea is to increase
the value of κi as long as the trajectory of the network
dynamics oscillates, i.e. it is uniformly ultimately bounded.
When the network trajectory oscillates the non-vanishing
perturbation term is present in the dynamics. To cancel
this term the value of κi has to rise until the non-vanishing
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perturbation term is cancelled and the network dynamics
gets globally exponentially stable. The oscillating trajec-
tory implies oscillating coupling gain, therefore the cou-
pling gain ci is sampled by some sampling frequency fs
and recorded in some time window ∆t. The highest and
the lowest recorded values are averaged and this average is
then used as a new κi. This process is repeated all the time.
The coupling gain ci and the trajectory of the network
dynamics stop to oscillate when the network dynamics
becomes globally exponentially stable. Then also the κi
reaches the steady state value.

Note that the sampling frequency fs has to be chosen
according to the Nyquist-Shannon sampling theorem. The
sampling rate must exceed 2fmax and the time window 4t
must be greater than 1/fmin, where fmax and fmin are
the highest and the lowest frequency in the system. The
decay-rate and the size of the non-vanishing perturbation
are determined by the positive constant `. The decay
term can be interpreted as a filtration term therefore the
constant ` influences also the frequency and the amplitude
of oscillations of the coupling gain ci.

To handle the noise acting on state measurements the
value of κi is updated only if the difference between the
maximal and minimal recorded coupling gain values is
greater than some predefined dead-zone. Note that the
dead-zone influences just the estimation of κi therefore
it does not harm the stability of the network. The solution
of the network dynamics is uniformly ultimately bounded
and with a properly chosen dead-zone corresponding to the
measured noise it remains uniformly ultimately bounded
however it approaches the exponential stability as close as
the dead-zone, and thus the noise, allow.

The simulations verify the theoretical results on the
proposed adaptive consensus protocol with the interval-
halving estimation algorithm.

5. SIMULATIONS

This section shows the simulations of the proposed adap-
tive consensus protocol (2, 4) with agents described by
linear double integrator dynamics

ẋi =

[
0 1
0 0

]
xi +

[
0
1

]
ui, xi =

[
xi1
xi2

]
, ∀i. (20)

The interval-halving algorithm for the estimation of κi is
configured to the time window 4t = 5s and the sampling
frequency fs = 10Hz. The initial value of κi, ∀i is set to
zero. Initial conditions of the agents are

xi1(0) ∈ 〈−10, 10〉, xi2(0) = 0, ci(0) = 0, ∀i. (21)

The uniform ultimate boundedness of the solution of the
network dynamics (3, 4) for κi = 0, ∀i is shown by
simulations in Figure 1. The algorithm for estimation of
κi was not used and κi was just statically set to zero. The
simulation on a circular communication graph consisting
of 50 agents is situated on the top of the figure and the
simulation on a communication graph consisting of two
interconnected circles each with 25 agents is situated on
the bottom. The topology of the communication graph
with two interconnected circles is shown in Figure 4.

Fig. 1. Simulations of the proposed protocol without
estimation of κi, for κi = 0, ∀i. The simulation of
50 agents on a circular topology is shown on the top
and the simulation of two interconnected circles each
with 25 agents is shown on the bottom.

In following simulations the final coupling gain value is
compared to the minimal coupling gain value required
by the static consensus protocol. The static consensus
protocol implements the input in the form of (2), but
instead of ci it uses just one coupling gain c for all agents.
To guarantee stability by the static consensus protocol the
coupling gain value has to satisfy

c ≥ 1

2 min<(λi)
(22)

where min<(λi) is the smallest non-zero real part of the
eigenvalues of the Laplacian matrix L.

Simulations of the proposed protocol with the interval-
halving estimation algorithm for the estimation of κi are
shown in Figure 2. The simulation on a circular graph
consisting of 50 agents is situated on the top of the figure.
In the first few seconds of the simulation the response is
uniformly ultimately bounded because of the low coupling
gain values. As the coupling gain values rise the network
reaches cooperative stability and states synchronize. The
coupling gains reach steady state value 61.2 while the
calculated lower bound on the coupling gain required by
static consensus protocols is 63.4. The simulation on a
graph consisting of two interconnected circles each with
25 agents is situated on the bottom of the figure. The
topology of the communication graph is shown in Figure
4. The steady state value of the coupling gains reach 15.4
while the calculated lower bound on the coupling gain for
the static consensus protocol is 16.

Figure 3 shows the simulations of the proposed protocol
with and without noise acting on the state measurements.
The simulations have been done on the circular graph
consisting of 10 agents. The steady state value of the
coupling gains is 3.2 without noise and 5.5 for the case with
noise, respectively. The static consensus protocol require
the coupling gain value to be greater than 2.6. Since the
coupling gain values end in a bounded set and they do
not permanently rise as they do in Li et al. (2013) and
Li et al. (2015), the proposed protocol with the interval-
halving estimation algorithm is found robust to the noise
acting on states.
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Fig. 2. Simulations of the proposed protocol on a circular
graph consisting of 50 agents on the top and on a
graph consisting of two interconnected circles each
with 25 agents on the bottom, respectively.

Fig. 3. Comparison of the protocol simulated on a circular
topology consisting of 10 agents on the top without
and on the bottom with the noise acting on states.

25

1

13

14

50

26

37

38

Fig. 4. The communication graph of two interconnected
circles each with 25 agents.

6. CONCLUSION

We presented a novel distributed adaptive consensus pro-
tocol, that solves the cooperative regulator problem on
directed, strongly connected communication graphs. The
protocol introduces a novel coupling gain dynamics, that
forces the coupling gains to synchronize and converge to
some estimated value. This solves the problems of re-
cent adaptive consensus protocols with high gains and
consequently large control effort. The value to which the
coupling gains converge is estimated by the estimation
algorithm based on the interval-having method.

The simulations of the proposed adaptive consensus pro-
tocol verify the theoretical results. Due to decay term, the
coupling gains in some situations attain lower values than
conventional algorithms. The protocol is found robust to

the noise in state measurements unlike the recent adaptive
protocols whose gains would permanently rise.

The work on the proofs of the global asymptotic stability
of the general network dynamics (8, 9) and the uniform
ultimate boundedness and the global exponential stability
of the network dynamics (14, 15) for different κi is still
ongoing. The investigation of relation between the decay
rate ` and the parameters (time window ∆t and sampling
frequency fs) is the task of the future research.
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Distributed adaptive consensus protocol with eigenvalue estimation
Štefan Knotek, Kristian Hengster-Movric and Michael Šebek

Abstract— This paper addresses distributed consensus prob-
lem for multi-agent systems with general linear time-invariant
dynamics and undirected connected communication graphs.
A distributed adaptive consensus protocol is found to solve
problems of existing adaptive consensus protocols related to
different, generally large and possibly unbounded coupling
gains. This protocol guaranties ultimate boundedness under
all conditions, however for an asymptotic stability, a proper
estimation of reference values for coupling gains is required.
In this work, we propose an algorithm for the estimation of the
coupling gain reference. The algorithm is based on a distributed
estimation of the Laplacian eigenvalues. In comparison to the
previously proposed algorithm based on the interval halving
method, this algorithm offers robustness to change of the
network topology. In addition, it decouples the estimation from
the consensus protocol, hence it does not influence stability
properties of the adaptive consensus protocol.

I. INTRODUCTION

In last two decades, a great effort has been made in
distributed control and estimation in formations of mobile
robots, satellites and vehicles. The inspiration came from the
natural behaviour of swarms, flocks and schools. Connecting
the graph theory, describing the topological structure of a
network, and control theory, the basic consensus protocols
for formation control in networked multi-agent systems are
introduced in [1], [2], [3] and [4].

Previously developed theoretical results in control of
single-agent system motivated the designs of recent dis-
tributed controllers and observers. For example the passivity-
based design of cooperative controllers for cooperation and
synchronization of multi-agent systems is described in [5].
A unified viewpoint on design of consensus regulator on
directed graph topologies using the synchronizing region is
introduced in [6]. The design of cooperative regulators and
observers using state or output-feedback in continous and
discrete-time is considered in [7], [8] and [9].

The static consensus protocols presented in [6], [7] and
[8] use a feedback coupling gain that satisfies a bound
calculated from the smallest non-zero real part of Laplacian
eigenvalues. The graph structure has to be known to calculate
this bound. Therefore centralized information is required by
each agent.

Distributed adaptive consensus protocols propose a solu-
tion to this problem on undirected connected graphs [10] as
well as on directed graphs having a spanning tree with leader
as a root node [11]. These protocols do not rely on any cen-
tralized information, therefore they can be implemented by

All authors are with the Faculty of Electrical Engineering, Czech Tech-
nical University in Prague. e-mail: stefan.knotek@fel.cvut.cz

This work was supported by the Grant Agency of the Czech Technical
University in Prague, grant No. SGS16/232/OHK3/3T/13.

each agent separately without using any global information.
The protocols guarantee cooperative stability, however the
benefits from adaptability suffer from possibly large control
effort and lack of robustness to noise.

To avoid these drawback, a novel distributed adaptive
consensus protocol is developed. Firstly, it was designed
to solve the cooperative regulator problem on undirected
connected communication graphs [12]. This work was later
extended to directed graphs having a spanning tree [13]. The
protocol is fully distributed, therefore it does not require any
centralized information. The lack of centralized information
is compensated by its estimation. The protocol runs an
algorithm for estimation of reference values for coupling
gains. If the reference values are estimated properly, the
network of agents is asymptotically stable. On the other hand
the solution of the network dynamics is ultimately bounded.

In this paper, we introduce an algorithm for proper esti-
mation of coupling gains’ references. The algorithm is based
on distributed estimation of Laplacian eigenvalues presented
in [14] and [15]. Each agent implements this algorithm and
estimates the smallest non-zero eigenvalue of the Laplacian
matrix. This values is then used to calculate the coupling
gain required for the asymptotic stability of the network.
The algorithm offers better robustness to change of the
network topology than the previously introduced estimation
algorithm based on the interval halving method. Moreover,
it decouples the estimation of coupling gains’ references
from the adaptive consensus protocol, thereby maintains the
stability property of the adaptive consensus protocol.

This paper is organized as follows. Section II introduces
the basic notation and graph preliminaries used throughout
the paper. Section III introduces the problems addressed by
the adaptive consensus protocol with the novel estimation
algorithm. The adaptive consensus protocol is presented
in Section IV. Section V introduces the novel algorithm
estimating the eigenvalues of Laplacian matrix. Numerical
simulation are given in Section. VI. Section VII concludes
the paper.

II. PRELIMINARIES

Through this paper the following notations and definitions
are used. Rm×n denotes the set of m × n real matrices.
Denote 1N as a column vector with N entries, all equal to
one. A vector v = 0 has all entries equal to zero. A matrix
M = diag(v) for v ∈ Rn denotes Rn×n diagonal matrix with
elements of v on the diagonal. The smallest and the largest
eigenvalue of a matrix M are denoted by σmin(M) and
σmax(M), respectively. Positive (semi)-definite symmetric
matrix is denoted by M � (�)0. The sum over all agents
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is denoted by
∑

i for i = 1, . . . , N when it is not stated
directly.

An undirected graph is given by G = (V, E), where
V = {v1, . . . , vN} is a non-empty finite set of vertices
and E ⊂ V × V is a set of edges. An edge is a pair of
nodes (vi, vj), vi 6= vj , representing that agents i and j can
exchange information between them. In sequel, the graph G
is assumed to be undirected, connected and simple.

The adjacency matrix E = [eij ] ∈ RN×N associated with
the graph G is defined by eij = eji > 0 if (vi, vj) ∈ E ,
otherwise eij = eji = 0. Define the vector of node degrees
as d = E1N , and the degree matrix as D = diag(d). Then
the graph Laplacian is defined by L = D − E.

III. PROBLEM STATEMENT AND MOTIVATION

Consider a group of N identical agents. Each agent is
described by a general LTI dynamics

ẋi = Axi +Bui, i = 1, . . . , N, (1)

where xi ∈ Rn is the agents state, ui ∈ Rm is the agents
input, and A ∈ Rn×n and B ∈ Rn×m are constant matrices.
The matrix A does not need to be stable but the pair of
matrices (A,B) is assumed stabilizable. The communication
topology of the network of agents is given by an undirected
graph G, that is assumed connected.

Our goal is to synchronize the states of agents in the
sense of limt→∞ ||xj − xi|| = 0,∀i, j without requiring
any centralized information. There has been developed many
adaptive consensus protocols that can reach this goal. How-
ever, all these adaptive consensus protocols suffer from
several drawbacks. They are:

• different final coupling gain values,
• higher final coupling gain values,
• week robustness to noise.

Our recent work [12], [13] present a novel adaptive
consensus protocol that avoids these drawback and solves the
cooperative regulator problem on undirected conected com-
munication graphs [12], later extended to directed strongly
connected communication graphs [13].

In this paper, we are going to extend the results on
undirected connected graphs [12] by proposing a new method
for estimation of coupling gain values.

IV. DISTRIBUTED ADAPTIVE CONSENSUS
PROTOCOL

Let each agent implements an adaptive control law [12],
[13] given by a control input and a coupling gain dynamics

ui = ciK
∑

j eij(xj − xi), i = 1, . . . , N, (2)

ċi =
∑

j eij(xj−xi)T Γ(xj−xi)+
∑

j eij(cj−ci)−`(ci−κi),
(3)

where ` > 0 is a constant, ci > 0 is the coupling gain
associated with the i-th agent and κi ≥ 0 is a coupling gain
reference estimated by the i-th agent.

The gain matrices K and Γ are designed by LQR method.
Let Q = QT ∈ Rn×n and R = RT ∈ Rm×m be positive
definite symmetric matrices, then

K = R−1BTP, (4)

Γ = ΓT = PBK = PBR−1BTP, (5)

where matrix P � 0 is the unique solution of the algebraic
Riccati equation

ATP + PA− PBR−1BTP = −Q. (6)

The task of the coupling gain dynamics (3) is to adapt
the coupling gains ci. It consists of three main terms. The
first term on the right hand side pushes the coupling gains
to higher values until the states of agents get synchronized.
The second term on the right hand side synchronizes the
coupling gains. The third term on the right hand side pushes
the coupling gain cI to its reference κi. The value of the
reference κi is estimated by an estimation algorithm. The
strength of the third term is determined by the positive
constant `.

The estimation algorithm determines the stability of the
network of agents implementing the adaptive control law
(2, 3). Each agent runs this algorithm to estimate its own
coupling gain reference κi. Since the coupling gain ci is
pushed to its reference κi by the coupling gain dynamics
(3), each agent estimates its own coupling gain. For small
values of κi below some bound κi < β the network dynamics
is ultimately bounded and the agent’s trajectories oscillate.
For large values of κi bigger than this bound κi ≥ β, the
network dynamics is asymptotically stable and the agents
reach consensus. Note that the ultimate boundedness is the
worst case scenario that guaranties stability albeit bounded.
This property provides sufficient time for the estimation of
κi.

With increasing κi increases also ci and thereby the
control effort. Hence, the aim of the estimation algorithm
is to estimate proper κi, that is sufficiently high to reach
asymptotic stability of the network but at the same time as
low as possible to minimize the control effort.

In the next section we present an estimation algorithm for
estimation of κi. We discuss its benefits and drawback, and
provide a comparison with previously proposed algorithm.

V. EIGENVALUE ESTIMATION ALGORITHM

The main contribution of this paper is an estimation algo-
rithm for estimation of the coupling gain reference κi. The
algorithm is based on the estimation of Laplacian eigenvalues
proposed in [14], [15]. Each agent estimates the Laplacian
eigenvalues by performing an algorithm with the following
updating rule

ṗi(t) =
∑

j∈Ni(t)
qi(t)− qj(t),

q̇i(t) =
∑

j∈Ni(t)
pi(t) + pj(t),

(7)

where pi, qi ∈ R are artificial states of i-th agent.

152



The network implementing the updating rule can be de-
scribed by a time-varying autonomous linear system[

ṗ(t)
q̇(t)

]
= A(t)

[
p(t)
q(t)

]
, (8)

where

A(t) =

[
0N −L(t)
L(t) 0N

]
, (9)

and 0N ∈ RN×N is the matrix of zeros.
Since A is a skew symmetric matrix, all its eigenvalues

are on the imaginary axis. Moreover, the eigenvalues of A
can be derived from the eigenvalues of the Laplacian matrix
L.

Lemma 1 ([14], Thm. 1). Consider an undirected graphs G
given by a Laplacian matrix L. Let A be given as in (9).
Then for every eigenvalue of Laplacian matrix L there is a
complex pair of eigenvalues of matrix A

λA, λ̄A = ±λL. (10)

From Lemma 1 follows, that each state pi and qi follow an
oscillating trajectory, that is a linear combinations of sinusoid
oscillating at frequencies given by the Laplacian eigenvalues.
Note, that by change of the network topology the trajectories
remain continuous only the phase and the module of the
signal change. Using a Fast Fourier Transformation (FFT),
each agent can independently estimate the eigenvalues of the
Laplacian matrix. The smallest non-zero estimated eigenval-
ues is then used to calculate the new κi. The formula for
calculation of κi was adopted from the stability condition of
a static consensus protocol.

Consider a control law with the control input (2) and
one static common coupling gain c, i.e. the coupling gain
dynamic (3) is neglected and the coupling gains ci are re-
placed by only one static coupling gain c. A static consensus
protocol presented in [7] and [8] is obtained. Following
from [7, Thm. 1], a static consensus protocol is globally
asymptotically stable if

c ≥ 1

2λmin>0(L)
. (11)

One could expect, that having one coupling gain separately
for each agents does not change the conclusion on stability.
If each ci satisfy (11), then the network of agents should
be asymptotically stable. The estimation algorithm uses this
conclusion to determine the new value of κi as

κi =
1

2λmin>0(L)
. (12)

If the agents correctly estimate the smallest non-zero
eigenvalue of the Laplacian matrix the network of agents
should be globally asymptotically stable. Note, that this
eigenvalue might be unobservable for some agents or some
agents might catch some other bigger eigenvalue instead of
the smallest non-zero one. It this case the adaptive control
protocol (2, 3) still guarantees ultimate boundedness of the
solution. The network of agents will be stable but the agents’
trajectories might oscillate.

To estimate κi, each agent performs the estimation algo-
rithm consisting of following steps:

1) At the beginning t = 0 generate the initial conditions
pi, qi ∈ {−1, 1}.

2) Perform the state updating rule (7).
3) In a time window 4t estimate the frequencies of

sinusoids of its artificial state pi or qi. The values of the
estimated frequencies correspond to the eigenvalues of
the Laplacian matrix.

4) Use the smallest non-zero estimated eigenvalue to
calculate the new κi from (11).

Previously proposed estimation algorithm based on the
interval halving method represents a low-pass filter that can
handle only fast disturbances in the network. Change of
the network topology, like for instance adding an agent,
generates an abrupt changes in the local neighbourhood
errors, what results in increase of the values of κi and thereby
also ci. This estimation algorithm is therefore not robust to
change of the network topology.

Moreover, the interconnection of the estimation algorithm
and the adaptive consensus protocol creates an additional
artificial feedback in network dynamics. This interconnection
appears to be stable, however to prove analytical stability is
not an easy task. The approach we propose in this paper
decouples the control and estimation dynamics. Hence the
adaptive consensus protocol and the Laplacian eigenvalue es-
timator can be designed separately and their interconnection
does not create any artificial feedback in the network.

VI. SIMULATION RESULTS

The adaptive control protocol (2, 3) has been simulated
on a graph G consisting of agents described by linear double
integrator dynamics

ẋi =

[
0 1
0 0

]
xi +

[
0
1

]
ui, xi =

[
xi1
xi2

]
, ∀i. (13)

For comparison, both estimation algorithm are implemented
to estimate κi. The interval-halving estimation algorithm
uses the time window 4t1 = 5s and the sampling frequency
fs1 = 10Hz. The eigenvalue estimation algorithm uses the
sampling frequency fs2 = 1Hz. The positive constant ` was
set to 1 in both cases. Initial conditions of the agents are

xi1(0) ∈ 〈−10, 10〉, xi2(0) = 0, ci(0) = 0, ∀i. (14)

The simulations of the control protocol (2, 3) with the
previously proposed interval-halving estimation algorithm
and with the current eigenvalue estimation algorithm κi are
situated on the top and bottom of the figures, respectively.

The simulations on the circular graph consisting of 50
agents are shown in Figure 1. The proposed protocol im-
plemented with the interval-halving estimation algorithm
reaches lower coupling gains with preserving stability. The
distributed eigenvalue estimation algorithm estimates the
eigenvalues in the first 100 seconds. During this period
κi = 0, ∀i. The smallest estimated non-zero eigenvalues
is then used for calculation of κi. After 100 second the
consensus is reached. The higher oscillating coupling gains
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Fig. 1: Simulation of 50 agents on a circular topology.

Fig. 2: Simulation of 10 agents on a circular topology
assuming noise in state measurements.

come from the poor accuracy in the eigenvalue estimation. To
increase accuracy longer estimation time period is required.

Assuming small noise acting on states, the responses of
10 agents in circular topology are shown in Figure 2. The
distributed eigenvalue-estimation approach uses estimation
period of 20 seconds. From the figure it follows that the
proposed protocol implemented with both approaches is
robust to noise acting on states.

Figure 3 shows the response to the change in the network
topology. At the time instance of 30 seconds the graph topol-
ogy was switched from the circular graph of 4 synchronized
agents to the path graph and 5-th agent was connected to the
end of path. The distance of 5-th agent from the rest of the
network was chosen to be 10. The protocol implemented with
interval-halving estimation algorithm detected slight increase
of the coupling gains. This happened because of the abrupt
change in the network triggered by insertion of an agent. The
eigenvalue estimation algorithm adapted to the change in the
network by estimated the new smallest non-zero Laplacian
eigenvalue. Therefore, it was found robust to change in the
network topology.

VII. CONCLUSION

In this paper we extend the results on distributed adaptive
consensus protocol [12] by proposing a novel algorithm for
estimation of the reference value κi for the coupling gain
ci. The coupling gains’ references are then used by the

Fig. 3: Simulation of 5 agents by change in a graph topology.

adaptive consensus protocol to reach asymptotic stability of
the network.

The estimation algorithm is based on the distributed esti-
mation of Laplacian eigenvalues presented in [14], [15]. It
contains a local updating rule to generate a signal oscillating
at frequencies corresponding to eigenvalues of the Laplacian
matrix. The FFT is then applied at this oscillating signal to
obtain the estimates of Laplacian eigenvalues. The smallest
non-zero estimated eigenvalue is then used to calculate the
coupling gain reference κi.

An advantage of this estimation algorithm is, that it
can adjust the coupling gains to the network topology.
This allows the adaptive consensus protocol to be used on
switching networks. Additionally, the algorithm decouples
the estimation of the coupling gains’ references from the
control law, thus it does not influence the conclusions on the
stability of the adaptive consensus protocol.
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