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Abstract

Although quantum computing is not be-
ing used in the real world yet, it is impor-
tant to study it in order to understand
its concepts and expand our knowledge
of the possibilities it offers us. This pa-
per compares quantum machine learning
methods with kernel methods, as the two
have much in common. It is our intention
to devise a methodology for the genera-
tion of quantum kernels in such a way
that classical simulation of them is #P
hard. The aforementioned methodologies
are subsequently tested on real data sets,
with somewhat disappointing results.
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quantum kernels, kernel target alignment,
kernel methods, # P hardness
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Abstrakt

Prestoze se kvantové pocitani zatim v re-
alném svété nepouziva, je dulezité jej stu-
dovat, abychom pochopili jeho koncepty a
rozsitili své znalosti o moznostech, které
nam nabizi. Tento ¢lanek porovnava me-
tody kvantového strojového uceni s ker-
nelovymi metodami, protoze tyto dvé me-
tody maji mnoho spole¢ného. Nasim za-
mérem je navrhnout metodiku generovani
kvantovych kernelti tak, aby jejich simu-
lace pomoci klasickych pocitacovych sys-
tému byla #P slozitd. VysSe uvedené me-
tody nésledné testujeme na redlnych sou-
borech dat, pricemz vysledky jsou poné-
kud neuspokojivé.

Kli¢ova slova: kvantové pocitani,
kvantové kernely, cilové kernelové
zarovnani, kernelové metody, # P
slozitost

Pteklad nazvu: Kvantové strojové uceni
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Chapter 1

Introduction

Over the last few years, quantum computing has gained more and more
scientific focus, lending itself to be the revolutionizer across various artificial
intelligence fields including machine learning. While machine learning is
obviously one of the fastest growing fields of artificial intelligence, it is
not disregarded by quantum computing with much desired properties, with
exponential speedup being one of them. Exponential speedup using quantum
computation is the result of quantum phenomena called entanglement and
superposition. These make it possible to perform computations exponentially
faster compared to classical computers. This may accelerate not only training
but also classification. However, quantum computation does not only bring
benefits. Several disadvantages need to be pointed out, such as hardware
limitations. Although there have been rapid advances, up-to-date quantum
computers still face problems of low computational power stemming from
coherence time, gate fidelity, and limited qubit connectivity. These factors
not only make quantum computers noisy and prone to errors but most
importantly, they impose limits on what problems can and cannot be solved
by quantum computers today. Correcting errors and filtering out noise can be
done, but the utilization of more qubits is needed, making the computation
demanding on more resources, thus inefficient. Another problem with quantum
computing is the same phenomenon that quantum mechanics is based on:
that measurement is part of an experiment. With qubits living in their
own Hilbert space, mapping the results of quantum computation back to
classical data for it to be used by scientists immensely affects the qubit
state, and the development of trustworthy methods for state readout is still a
problem. In order to fully exploit the quantum computational power once
large-scale quantum computers are designed, all of the obstacles listed above
must be tackled. With the rise of quantum computing, several questions have
arisen. One of the most questioned ones is the existence of quantum advantage,



1. Introduction

meaning whether there are tasks that can be done on quantum computers that
couldn’t be done on classical computers. While evaluating, several qualitative
measures are taken into consideration, such as time of computation, resources
needed for the task, etc. In this work, we are introducing quantum kernels
that are #P hard to evaluate classically. These findings are then justified by
experiments that aim to show that these kernels are indeed useful and not
only an example of a rather useless tool with hard simulability properties.



Chapter 2

Quantum computing

As this thesis revolves around quantum computers, introducing the concept
of quantum computing in general is necessary. Currently, all computation
is performed by classical computers, which are the result of the tireless
development of technological companies. This development has driven the
evolution of computers to a mind-boggling state, where computers and the
models implemented on them are more powerful than ever, affecting our
lives in almost sci-fi ways. This is the big picture; however, companies that
produce computers are on the verge of an interesting event. The problem
that Gordon Moore predicted back in 1965 [?] and revisited in 1975 relates to
the well-known Moore’s Law. Moore’s Law essentially states that the number
of components per integrated circuit doubles over a period of time—initially
stating that annually (1965), later on biennially (1975). The length of this
time period is not really important for this thesis, but rather the fact that
some progress is being made. But a more important implicit consequence is
the size of the circuit components. The majority of the components in an
integrated circuit are transistors. The process of increasing the number of
components in an integrated circuit comes with a reduction in their size. Up
until now, more powerful computers were built simply by adding more smaller
transistors into the same size circuit. We have come to a moment where the
size of the transistors is atomic and it cannot be reduced any further. On
this scale, the laws of classical mechanics cease to make sense, and quantum
mechanics becomes more relevant. This may suggest that by decreasing the
size of transistors, a classical computer will become a quantum computer,
but this is not the case. A quantum computer is a totally different device,
and the transition to using quantum computers from classical ones is not
continuous, but rather a great leap in information technology.

3



2. Quantum computing

. 2.1 The fundamentals

B 211 Qubit

The most basic unit of information stored in a classical computer is a bit,
which stores either a 1 or a 0. The quantum equivalent is called a qubit.
However, a qubit is not just an ordinary unit for storing information. A
qubit obeys quantum mechanical laws, enabling it to be not only 1 or 0 but
also any state in between. It can be in a superposition of these two states
simultaneously. We often define two orthogonal states, which are also referred
to as the computational basis:

A quantum state |+)) is part of the two-dimensional complex Hilbert space >

[¥) = a|0) + B[1)

with |a|? 4+ |8|> = 1,a, 8 € C. This representation is sufficient if we discuss
pure states. However, quantum computers can also exploit mixed states. In
such cases, it is more advantageous to use the density matrix p = (| |v)
when representing qubits.

B 2.1.2 Quantum circuit

A quantum circuit connects a set of qubits, which means that it captures
the initial circuit state |¢) = @7, |¢;), where [¢;) are the states of each
individual qubit. In this work, we assume that each qubit is initialized to the
state |0). Also worth mentioning is the dimensionality of this state—since it
is the tensor product of ¢ 2-dimensional Hilbert spaces, the resulting space is
a Hilbert space H2" with dimension 2¢. The quantum circuit then performs
the computation via unitary matrices U € C?"*2". Here, q represents the
number of qubits in the circuit. A unitary matrix is any matrix that satisfies
UUT =1, where Ut is the Hermitian adjoint and I is the identity matrix. A
quantum circuit then prepares the quantum state:

[y =U|0). (2.1)

However, in real applications, the circuit’s unitary matrix results from applying
many unitary matrices, each targeting specific qubits. To clarify, we often

4
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visualize a quantum circuit using a diagram, which adds clarity to the circuit’s
operations. This diagram arranges qubits on horizontal lines, with interactions
between the qubits represented by gates. The relevant gates’ unitaries are
introduced in [7; however, for now, the reader should simply be aware of the
quantum circuit diagram representation, as shown in example 2.1

0 —a] X1 A—
0 — X (H—o [ A—
o — @z X} {Z—o

Figure 2.1: Quantum circuit example with ¢ = 3 qubits and depth 4

B 2.1.3 Measurement

In the previous subsection, we introduced the terms quantum circuit and
quantum state [¢)), which is prepared by the quantum circuit. One might
wonder how we leverage this state in real-world applications. We have not
mentioned the last step of quantum computation yet. It is evident that the
state of a quantum circuit, even for a small number of qubits, may exist in
dimensions far beyond human comprehension. To utilize this state and the
computation it represents, we need to measure it. In quantum mechanics,
measurement is a critical component of its theory. Once a measurement is
applied, the entire state collapses to the measured state. In the diagram,
measurement is even shown as the last gate applied to qubits 1 and 2.
This measurement is realized using a Hermitian matrix M, and the possible
outcomes of the measurement are the eigenvalues of the operators. Throughout
this work, we assume measurement on a computational basis |0) , |1), although
other bases are possible as well.

B 2.2 Quantum computing specifics

Quantum computing research is extensive and led by technological giants such
as Google and IBM, but what fuels their excitement? Quantum computing
offers an undeniable speed-up that is tempting. The main challenge lies in
the hardware, which lacks the desired properties. In this section, we explore
the possibilities of quantum computing as well as its significant challenges.



2. Quantum computing

B 2.2.1 Advantages

We have already mentioned some of the advantages of quantum computing.
One of them has to be the superposition of states. Qubits can be at the
superposition of two states. With a growing number of qubits the dimension
of space that can be searched using quantum computers grows exponentially.
Another significant concept is the quantum entanglement which cannot be
omitted from a thesis regarding quantum computing. Quantum entanglement
is a physical phenomenon occurring when two or more particles become
linked in such a way that we cannot describe one particle independently
of the others. Entangled particles then obtain specific behavior such that
the measurement of one particle determines the state of the other particle.
This phenomenon shatters our thinking of classical mechanics, and even the
greatest physicians, such as Albert Einstein, were not sure about this idea.
But entanglement exists, and we can make use of it, which most quantum
algorithms offering advantage do. Superposition and entanglement hand in
hand enable the quantum computer to make computations of many states all
at once - providing parallelism. This is something we need to consider. There
are some tasks, for example, finding an element in an array, that require
looking at every element separately. Quantum computers offer a remarkable
possibility - to look at every element in an array in a single computational
task. This unlocks possibilities of quantum speed-up, such as Lov Grover’s
algorithm, which takes advantage of parallelism and shrinks time complexity
for searching for an element in an unsorted array from classical O(N) to
quantum O(v/N).

B 2.2.2 Challenges

Until now, we have discussed only the advantages and possibilities of quantum
computing. However, as intriguing as these may seem, quantum computing
still lacks real-world applications, since creating a reliable quantum computer
may be one of the most challenging engineering tasks of the 21st century.
Since the first proposal by Richard Feynman in 1981, the quantum computing
industry has come a long way, yet we are not there yet. We are on the verge
of what some call the NISQ era, with NISQ standing for Noisy Intermediate-
Scale Quantum. The intermediate scale is often defined as a range from
50 up to a few hundred qubits that may be used in a quantum computer.
Even though there are computers with more than 50 qubits already, it is still
the lowest limit, and we are still discovering what quantum computers are
capable of. The term ’Noisy’ may be even more determining with respect to
the power of quantum computers. Even with the limited number of qubits
we are able to construct, we cannot do so reliably. Qubits suffer from several
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deficiencies such as error per gate, gate execution time, qubit initialization,
connectivity of qubits, etc. Error per gate is one of the properties that are
primary for optimization. We need to ensure that we apply certain quantum
gates with high accuracy, but even in the best hardwares, the error per gate
remains above 1%. On one hand, with the growing number of qubits ¢, we
may use these qubits for error correction. On the other hand, this approach
will backfire due to the qubit connectivity problem. Connecting all the qubits
in a quantum computer is demanding, and to use error correction effectively,
we assume the qubit connection graph to be dense, which is a challenging
engineering problem. Gate execution time is important as well, with time
often being one of the complexity arguments that determines the algorithm’s
performance. The last challenge we mention is qubit initialization, as even
initializing a quantum computer to the |0?) state needs to be considered as a
part of quantum computation.

. 2.3 Current state

Currently, there are several approaches to creating general quantum comput-
ers, but we will only mention two of the most widely used ones.

B 2.3.1 Superconducting qubits

Superconducting qubits use a circuit of superconducting materials, giving
them the property of carrying an electric current with zero resistance. This
comes with a trade-off of having to operate at extremely low temperatures
close to absolute zero, which imposes challenging conditions on cooling the
system down. A qubit is represented as a Cooper pair - a pair of electrons
and gates are applied to qubits via microwave pulses. This approach offers
great speed with circuits operating at GHz frequencies. Also, it is believed
that the number of qubits can scale up easier than other techniques with the
IBM Condor computer having 1121 qubits. The biggest disadvantage is the
decoherence of qubits due to the interactions with the environment, which
may ruin experiments. For example, error rates per single gate are generally
around 0.1%. This procedure is mainly used by IBM and Google. Since this
work experiments are run using Qiskit, IBM’s quantum computing library,
this is the approach used in this thesis as well.

7
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B 2.3.2 Trapped ions

Another approach to creating quantum computers is trapped ions. Where
superconducting qubits come up short, trapped ions excel and vice versa.
This approach allows for high-fidelity and longer coherence times. Trapped
ions offer the lowest error rates in the quantum computing industry with
companies using them claiming an error rate of 0.001%. The disadvantage is
operation times - for one-qubit gate up to 20ns, and for two-qubit gates even
200ns. Also, scalability appears to be harder than on superconducting qubits,
with the highest number of qubits at a trapped ions computer right now 56.
The leading companies using this technique are IonQ and Quantinuum.

. 2.4 Possibilities

As mentioned earlier, the Hilbert space of a quantum computer grows expo-
nentially with the number of qubits. With the most powerful computer of
IBM harnessing a power of more than 1200 qubits [Bro24], quantum circuit
state lives in a dimension that is higher than the number of all atoms in the
known universe. We are dealing with an extremely complex quantum world,
but this does not necessarily ensure that quantum computers are more power-
ful. In this section, we show several applications of quantum computing that
may lead to quantum computing being advantageous compared to classical
computers.

B 2.4.1 Quantum Fourier transform

A gateway to harnessing quantum advantages is the Quantum Fourier Trans-
form (QFT) [Cop02]. Like its classical counterpart, it transforms data from
the computational basis into the Fourier basis. A QFT circuit with ¢ qubits ex-
ploits parallelism by computing Fourier coefficients simultaneously, using O(q?)
gates, compared to the classical O(q29), thus offering exponential speedup.
Assuming that the quantum computer natively implements the controlled
phase gate, the complexity can be further reduced to O(qlog(q)) [HHO00|. The
QFT, while advantageous on its own, merely serves as a gateway, with many
algorithms linked to this foundational algorithm.

8
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B 2.4.2 Quantum phase estimation

Quantum phase estimation (QPE) appears to be the next step to obtaining
quantum advantage. QPE is used to estimate the eigenvalues of unitaries
U, with quantum computers capitalizing on the fact that all eigenvalues of
unitaries are of the norm ||A;|| = 1. Estimating eigenvalues is thus equivalent
to finding their phases. QPE uses two registers, the first being the output
register, and the second being the input. The first register is an applied set
of Hadamard gates, then controlled unitaries U?" are applied to the second
register with ¢; being the control qubit. After the controlled operations
are done, inverse QFT is applied and the results are obtained by using
measurement on the first register. QPE is a backbone of more complex
quantum algorithms such as Shor’s algorithm, HHL algorithm, etc. [NC10]

B 2.4.3 Shor’s algorithm

We recognize that one of the most important algorithms fully utilizing quan-
tum computers is Shor’s algorithm [Sho94]. This algorithm solves the problem
of finding the prime factors of a large integer S , which is widely known
as the key to modern-day encryption systems [RSA78|. The best-known
non-quantum algorithm for this task is a general number field sieve that
works in subexponential time C’)(el'g(log(s))l/3(log(log(s)))2/3). Shor’s algorithm
offers the speed-up of O((log S)?(log log S)) using the fastest multiplica-
tion algorithms. [HvdH21|. Shor’s algorithm leverages quantum superposi-
tion by raising an initial guess a up to S powers at once. The Quantum
Fourier transform [CEMM9§| then finds a period 7 in the resulting function
f(xz) = a® mod S present in the superposition. With a recently established r,
we may improve the initial guess to a”/2 + 1. This updated guess, together
with the original number, S gives the desired factors. For finding the factors,
a classical computer is used utilizing common algorithms such as a general
number field sieve.

B 2.4.4 HHL algorithm

The Harrow-Hassidim-Lloyd algorithm [HHLO09| solves the problem of finding
a solution to the system of linear equations Ax = b with N variables. The
HHL algorithm, under the assumption that the matrix A is sparse and well
conditioned, i.e., has a low number «, offers an exponential speed-up with time

9
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complexity being O(log(N)x?), as opposed to classical algorithms O(Nk).
HHL uses the aforementioned QFT and QPE to approximate the result x
by preparing an inverse matrix A~! and measuring on an ancilla qubit. The
measuring happens to be a crucial part since to get full information about
xthe HHL algorithm needs to be run O(n) times, which ruins the exponential
speed-up. However, mostly only some traits of the solution are needed, or we
only need a sample. In this case, HHL may lead to new research in physics,
chemistry, computational science, and more.

. 2.5 Future

We have only mentioned a minor part of quantum computing possibilities,
but we need to mention that all of them require advanced quantum computer
technology with better decoherence times and error correction, a technology
that will be more reliable overall. IBM has already announced their goal for
the next 10 years - to create a quantum computer with more than 10° [Rev23]
qubits. Recent improvements show that they may be able to do that. Maybe
not in ten years, but someday, it will certainly happen. In the meantime, our
work is to find what we could do with reliable quantum computers once we
have them. We believe that quantum computers will not replace classical
computers anytime soon but rather become another layer of computation
with its own properties. Methods that shall excel will be doing so by using
a partnership between classical and quantum computation, as does Shor’s
algorithm for example. We take a similar approach in this work, using
quantum computers to define a function that no classical computer can
reliably estimate and using classical computers to utilize this function in a
supervised machine learning task. The settings and further description of
such tasks are defined in the next chapter.

10



Chapter 3

Quantum kernels

Quantum supervised machine learning can be described in many ways. In
this paper, we rely on the strong similarity to kernel methods, which we will
be introducing in this section. Even though the usage of kernel methods is on
its decline with neural networks being vastly used across artificial intelligence
fields, its advantages are still undeniable. In addition, quantum neural
networks (QNN) are set to be more prone to suffer from the phenomenon of
barren plateaus than their classical counterparts [MBS™18]. These indications
can cause us to witness kernel methods become significantly more efficient
and frequently used in quantum computing. Let’s introduce some important
concepts that will help us understand more deeply the similarities between
quantum-supervised machine learning and kernel methods and how we can
leverage these similarities in the applications we need. The previous chapter
aimed to introduce quantum computing in general. In this chapter, we focus
on more specific tasks of quantum computing - supervised machine learning
in the quantum domain. More specifically, we lay the foundations on which
the main part of this thesis lies. The main concept of this thesis is to show
that quantum computers can be handy when classifying data. Furthermore,
we wish to show that quantum computing can not only be useful but, more
importantly, more advantageous over conventional methods. The first step is
to define the problem that we want the quantum computer to solve.

11



3. Quantum kernels

B 3.1 Initial problem

The initial problem is a notoriously known data classification problem. We
are given training data Xjqin = {Z1,...,2,} from data space Q¢ with its
assigned labels Viyqin = {y1,-..yn}. Data space Q% can be any space, but in
this thesis, we assume it to be real R% with dimension d, and the labels are
from binary space B with slight notation change B = {—1, 1} since binary
classification in machine learning often uses +1 labels. Generally, the label-
assigning function f : R¢ — B is not known, but we are certain it satisfies
f(X) =Y. The goal for the algorithm is to learn the classifier utilizing an
approximate map fso that when the classifier sees new data (often called
test data), Xest = {x1¢,...,Tnt} it classifies this data with labels f(X) that
match the real labels f(Xiest) = Viest = {yit, - - -, Yne} with high probability.
Model performance is often evaluated using generalization error.

Definition 3.1 (Generalization error). Generalization error or the expected
loss of a model f is

falf) = |, LU @ wpta,y)dady, (3.1)

A

where L£(f(x),y) is the loss function which outputs the loss of the model’s
classification - in this thesis, we will use hinge-loss = Ly (f(x),y) = max(0,1—
f(x)y) and p(x,y) is the joint probability distribution of the data sample x

and its label y.

In real-world application, we often do not have access to the exact joint
probability distribution. That is why instead of generalization error, empirical
error is used.

Definition 3.2 (Empirical risk). Given ¢ data points, the empirical risk of a
model f is
P (LA
Ee(f) = n Z L(f(xi),y:) (3.2)

i=1

B 32 Support vector machine

To explain this next part, we will assume that the data are separable. We will
use this example to explain how the support vector machine (SVM) works.
We will then extend the principle to linearly non-separable data.

12



3.2. Support vector machine

B 3.2.1 Linearly separable data

Given the setup as in the initial problem, we assume an X that is linearly
separable. The optimal model f is classifying the data based on a hyperplane

wr —b=0, (3.3)

where w € R" is the normal vector to the hyperplane, called the weight vector.
b € R defines a hyperplane’s offset - bias. This definition of a hyperplane is
still not sufficient since we want the best classifier possible. To achieve this,
we want to create two hyperplanes

y(wx —b) > 1, (3.4)

where y € B so this equation really represents two hyperplanes. In order to
have the best classifier possible, maximizing the margin between these two
parallel hyperplanes is necessary. The margin between the two hyperplanes is
geometrically given by % Maximizing the margin is the same as minimizing
the inverted value of a margin, so we obtain an optimization problem:

- w?
b* = — 3.5
v VELS 2 (3:5)
subject to yi(wx; — b) > 1. (3.6)

The minimizer that solves this problem is called the Hard margin support
vector machine. The classifier of this type splits the space R™ into two
subspaces and finds in which subspace the data lies: f(x) = sign(w*z — b*).

Bl 3.2.2 Linearly non-separable data

In the case of data that is linearly non-separable, we extend the Hard margin
SVM using the previously mentioned hinge loss. This loss is useful because
it gives us information about the distance from the margin. We want to
minimize o
Jlw][? +C= > Ln(wz; = b,yi)), (3.7)
i=1
where C' > 0 is the hyperparameter defining the trade-off between forcing the
x; to lie on the correct side of the hyperplane and increasing the margin size.
We further deconstruct the hinge-loss and introduce the slack variable ¢; to
define the update primal optimization problem:

w*, b, ¢" = argmlz;nHwH%%—C'Zgi
s i=1
subject to yi(wx; —b) > 1—g, (3.8)
g >0,V € {1, ,n} (39)

13



3. Quantum kernels

Such minimizer is called the Soft-margin SVM.

B 3.2.3 Non-linear boundary

The soft-margin SVM is just one step from the approach used in this work later.
The primal problem is intuitive but suffers from computational complexity. To
overcome these obstacles we further define the Dual problem using Lagrange
multipliers. We define Lagrangian:

5 +CZ§1 Zazyz (wz;+b) —1+¢] ng@ (3.10)

i=1 i=1

L(U), bu S, @&, :LL)

Where «a;, u; > 0 are Lagrange multipliers for constraining hyperplane and

slack variables respectively. In order to minimize the Lagrangian we use

: : oL OL 0L
derivatives 52, GF, o

OL -
a—w—w—;aiyﬂ:i—o
oL &
7220@%:0

9b 1=1

L
gc—C—ai—Mi—O

Using previous results we can substitute into the 3.10 and obtain the dual
problem:

X
a = argmaxZai Zaza]yzy]k(xz,x]) (3.11)
(677 .
Z )]
subject to Zyiai =0
i

0<a; <C,Vi..

An important thing to mention here is the kernel function k(z;,z;). Its
introduction is seemingly unnecessary, but its rationale is so important that
we want to emphasize it. As we mentioned earlier, the data may be linearly
separable. In this case, the soft-margin SVM can utilize k(x;, ;) = 2] z;
- simple inner product. The importance of the kernel function k arises in
the case of linearly non-separable data. We can use some transformation
to map the data to a higher dimensional feature space, where the data
becomes linearly separable - an example of such approach is radial basis
function [AC02]. In this higher dimensional space, we can find a hyperplane
separating the data. If this hyperplane is mapped back to the original space,
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3.3. Feature map

it becomes non-linear. This is called the kernel trick and it is the key essence
of using SVMs. Mapping to a feature space using a feature map is defined in
the following section.

B 3.3 Feature map

The kernel function k that appeared in the previous section is closely related to
the feature map, as mentioned in the linearly separable case k(x;,x;) = wZTx]
But to fully utilize the kernel trick, we wish to create a feature map that will
map our data to the higher dimensional feature space F whose dimension
may be arbitrary, even infinite. To achieve this we introduce the feature map
¢(x) : R — F, the kernel function then corresponds to the inner product in
the feature space k(x;, ;) = (zilz;).

B 3.3.1 Quantum feature map

The quantum computer steps in right at this time. As we mentioned earlier,
the quantum computer state lives in the Hilbert space H whose dimension
grows exponentially with the number of qubits m. To use classical data in a
quantum computer, we need to map this data to the quantum circuit. For this
purpose, we can incorporate a quantum circuit with the quantum embedding
¢(z). The quantum embedding is further described in section |7 For this
moment we only need to know that it is a map ¢(x) : R? — F.

Definition 3.3 (Quantum feature map). Let x be data from data space X
that we want to encode into the quantum circuit. F is the space of complex
density matrices C?"*2”. The circuit realizing this embedding prepares the
quantum computer in the state:

|6(x)) = E(x)[0%) (3.12)

where E(x) is a unitary operator defined based on data x, and ¢ is the number
of qubits.
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3. Quantum kernels

. 3.4 Quantum kernel

We can further introduce a quantum kernel once we can map classical data
to a quantum computer. Quantum kernels are the key components of this
work. This feature map gives rise to a kernel-distance metric based on the
dot product.

Definition 3.4 (Quantum kernel). Let ¢ be a quantum feature map. Then
quantum kernel x(x;,z;) € R is the fidelity between two data encoding feature
vectors ¢(z;), ¢(z;):

k@i, x) = trlp(xi)p(a;)]?, (3.13)
which for the case of mixed states simplifies:
ks, zg) = (b)) o). (3.14)

Subsequently, we define a kernel matrix K with rows and columns correspond-
ing to fidelity between states raised by individual samples:

K(X)U = K(l‘i,$j). (315)

This kernel matrix K (X), commonly referred to as Gram matrix, is positive
definite.

B 35 Projected quantum kernels

Quantum kernels often exhibit an issue of being exponentially concentrated.
[HBM™21] Meaning that the kernel values outside the kernel diagonal are
vanishingly small. Support vector machines suffer from this, so they cannot
learn the function properly. To ease this problem, a family of projected
quantum kernels is used. Projected quantum kernels are an easy concept
of measuring only some part of qubits. This step is executed by t-reduced
density matrix:

pu() = trilp(x)], (3.16)

which can be considered as a measurement on just a subset of qubits ¢ C ¢,
with ¢r; being a partial trace over qubits ¢. The kernel entries then are:

ke(xi, xj) = tre[p(as) p(a;)]. (3.17)

Results from these projected quantum kernels can be used as features in
traditional SVMs.
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Figure 3.1: Quantum kernel and Quantum projected kernel comparison

B 36 Synthesis

With the quantum kernel x(.,.) being defined we can plug this into the
3.11. As mentioned, k(x;,x;) can have numerous forms, let us name the
Gaussian kernel function k(z;,z;) = e ll#i=2s 12, the radial basis function

]2
k(x;, ;) = e_H ;agl‘ , or even the linear kernel function k(x;,z;) = (xilz;).
But in the previous section, we showed that a quantum computer armed with
data embedding ¢(z) naturally defines its own kernel function k(z;,z;) =
k(xi,xj) = (Y(x;)p(z;)). The subject of the next section is the use of

quantum kernel and its properties.
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Chapter 4

Kernel quality measures

An essential part of this thesis is determining the quality of a kernel. We
don’t want to jump forward, but the main idea is to basically generate a lot
of kernels and then keep just a fraction of those that acquire a certain quality.
This chapter dives into the realm of kernel quality measures and it introduces
principles on which we decide whether the kernel we have is useful or not. We

use the kernel target alignment [CSTEKO1|, model complexity [HBM™21], the
asymmetric geometric difference [HBM™21] , and the eigenvalues ratio [LL15].

B 41 Kernel target alignment

Definition 4.1 (Kernel target alignment). The kernel target alignment KT A(k, f)
is then defined as follows:

(k, f®f) _ > viad
(S f @ I~ () 2y

where k is the quantum kernel as defined and f is the target function.

KTA(K, f) =

(4.1)

Since this measure may be the sum of infinite dimensions we can use a
more straightforward definition that utilizes the Gramm matrix K belonging
to a kernel, and the so-called target matrix K*

Kz*j = YilY;- (4.2)
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4. Kernel quality measures

Kernel target alignment then takes the form of:
(K|K*)p
VKK p(K[K)p’
which is the notion that will be used throughout this work. (Kj, Ko)p =
ot j=1 Ki(zi, 2j) Ka(zi, 25) is the Frobenius inner product of two matrices.
Kernel target alignment can be interpreted as a measure of similarity based

on the cosine of the angle. From such knowledge we already know the range
of output for general matrices - resulting in KT A(A, B) € [0, 1].

KTA(K,K*) = (4.3)

B a2 Asymmetric geometric difference

Asymmetric geometric difference is the first obstacle a quantum kernel needs

to overcome in order to achieve an advantage over its classical counterpart
[HBM™21]. Tt is defined as follows:

9o = 9Kl K) = V/IIVEL K VE e, (4.4)
where || - || is the spectral norm of a matrix. K, and K} are corresponding
kernels. It is important to mention the assumption that Tr(K,) = Tr(K}) =
N, which can be enforced using regularization. The first sign of a step towards
quantum advantage is when g., (the asymmetric geometric difference between
a classical K. and a quantum kernel K) is proportional to g.q o< /n.

B 43 Model complexity

Model complexity is bound to the asymmetric geometric difference. If the
condition of g.4 o< \/n is met, we wish to examine each of the kernels separately
by finding its model complexity:

N

sig(n) = Z M, (4.5)
ij=1 Kij

where t(z) = Tr(Op(x)). The models’ complexity is an important measure
since smaller values demonstrate a better generalization to new data, while
bigger values indicate overfitting. Informally, model complexity tells us
whether the distance in feature space is connected to the kernel function
value k(x;,x;). Quantum kernels exhibit advantage when the asymmetric
geometric difference is proportional to the training dataset n, the quantum
model complexity is much smaller sg < n, and the classical model complexity
is proportional to s¢ oc n [HBM™21].
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4.4. Eigenvalues ratio

. 4.4 Eigenvalues ratio

The eigenvalues ratio is of simple definition, but it helps find the best possible
kernel [LL15]. We define ¢-th eigenvalues ratio [;:

t
i1 i
n )
Dimtr1 A

where \; is the i-th eigenvalue of the Gramm matrix K corresponding to the
kernel we wish to inspect, we assume the set of eigenvalues {)\;}; to be of
ascending order. The eigenvalues ratio is the ratio between the main eigen-
values and the tail values. Lower values of §;(K) indicate better performance
of a particular kernel. Of course, during optimization, we need to find the
optimal value ¢ which will also be part of the optimization.

Bi(K) = (4.6)
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Chapter 5

Hardness of random circuits

Before we dive into the next section, which acquaints us with the main idea of
this work and our way of thinking about quantum advantage, let us build the
last pillar of its foundations - hard classical simulability. More precisely, the
hard classical simulability of a quantum kernel x(z;,z;). We want a quantum
computer to have a head start over a classical computer while evaluating
kernel function. We take advantage of using random unitaries and their
capacity of being hardly simulable using classical computing. In this section,
we propose findings from . Let us introduce several concepts that are
the foundation of the theorems that are utilized later.

B 51 # P hardness

We later classify that quantum kernel x(z z;) is formidably hard to simulate
on classical computers. The task of simulating kernel output lies in the #P
complexity class, which is part of N P. The complexity class NP is defined as
the set of decision problems for which a solution can be verified in polynomial
time by a deterministic Turing machine. Roughly said, the NP complexity
class asks whether a solution exists to our problem. #P complexity class
goes deeper and answers the question of how many solutions exist.

Definition 5.1 (#P [AB06]). #P is the set of all functions f : 0,1* — N such
that there is a polynomial time nondeterministic Turing machine T for all
x € 0,1%, f(x) equals the number of accepting branches in 7’s computation
graph on x.
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5. Hardness of random circuits

Intuitively, this complexity set lies in NP. Later on, we will prove that
estimating a quantum kernel, which uses random unitaries, is # P hard for
classical computers.

. 5.2 Circuit architecture

Circuit architecture is mentioned throughout this section and is essential
to define. First, we assume that each circuit has ¢ qubits. 1-qubit and
2-qubit gates can be applied to these qubits. Regarding the fact that any
quantum computation can be translated to a circuit using solely universal
gates, [Willl|, we can see this model as a general instance of a quantum
computing model. Architecture A refers to an arbitrary layout of m gates
in the circuit. At this point, we define gates only as black boxes, and when
we mention architecture A, we don’t consider the gates’ definition. So when
talking about architecture .4, we mean something like in figure 5.1, some sort
of a blueprint. We can say that architecture A with a description of each
gate defines a particular quantum circuit. The architecture becomes a circuit

— I
J— 4D7

Figure 5.1: Circuit architecture A blueprint

once the gates are defined using unitaries. The circuit itself can be described
by a single unitary given the equation:

C = CpCruy...Ch, (5.1)

Where C; is a single gate. If a gate is applied only to 1 qubit, the unitary is
C; = C; @I, where C; is simply the 1-qubit gate, which means it does nothing
to the second qubit.

B 5.3 Worst-case and average-case circuits

In the literature [TD04] it has been proven that for architecture with depth
m = 4, a worst-case circuit exists, for which to classically approximate a
quantity p = [(0"|C|0™)|? is #P-hard up to constant relative error. How-
ever, talking about worst-case circuits is not sufficient to achieve quantum
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5.4. Haar random circuit distribution

supremacy. Quantum supremacy expects that estimating probability distribu-
tion induced by the random circuit is computationally hard for any classical
algorithm that inputs the classical description of the gates. We need
to extend this finding to most circuits. Thus, we introduce the idea of an
average case circuit. This circuit is generated completely at random by the
QR decomposition of a random Gaussian matrix.

. 5.4 Haar random circuit distribution

The Haar random circuit distribution is defined on architecture over circuits
A. We have the Haar random circuit distribution H 4 over circuits A whose
local gates are independently drawn from the Haar measure.

B 5.4.1 Sampling from Haar measure

For generating random unitaries U € C2**2* QR decomposition approach is
utilized [Mez07]. The procedure is as follows:

1. Generate 29 x 29 matrix Z with complex entries such that both real and
complex parts are normally distributed with mean 0 and variance 1

2. Compute a QR decomposition of Z = QR
3. Generate diagonal matrix A = diag(R;;/|Ri;|)

4. Compute U = QA, which is a random unitary.

B 55 Cayley transformation and Cayley path

The Cayley transformation is a projective map

1+10
1—140

FfO) :R—C: (5.2)
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5. Hardness of random circuits

that maps a line of points to a unit circle. This function is used when trans-
forming between two unitary matrices through a path 6 € [0, 1]. Following
the definition of Cayley transformation, we further introduce:

N
H= T(h) = Z f()‘a) <1/104W104> s (53)
a=1

where H is a unitary matrix generated from a hermitian matrix h, Ay and ¥,
are the eigenvalues and eigenvectors of h. The generated unitary matrix H
is of Haar measure and it represents the previously mentioned average case
circuit. Lastly, we want to define the Cayley path, which is parameterized by
the parameter 0 € [0, 1]:

C(8) = Wr(h), (5.4)

where W is the fixed worst-case circuit and A is a randomly generated
hermitian matrix generating H = 7(0h) which is of average case circuit
instance. From this equation, we can point out the fact that this Cayley
path truly oscillates between the worst-case circuit W and the average-case
circuit with Wr(0) = Wl =W and Wr(1) = WH. Wr(1) is a random Haar
unitary due to the left-translation invariance, thus an instance of an average
case circuit. This is an important concept worth stressing. What Cayley

Worst-case
gate

Random Haar
gate

Figure 5.2: Cayley path

transformation does is that it makes the worst-case circuit and random-case
circuit defined on the architecture A equivalent. The equation for a circuit
unitary becomes:

C0) = W7 () W17 (0) ... Wi (6). (5.5)

We assume that 7;(1) is a unitary matrix according to the Haar measure.
Then, the distribution over W,,7;(#) for |1 — 0] < A < 1 is O(A)-close to the
Haar in total variation distance.
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5.6. Theorems

. 5.6 Theorems

I will introduce the main results presented in [Mov20)].

Theorem 5.2 (Hardness of random quantum circuits (informal) [Mov20]). Sup-
pose there exists an architecture A for which it is #P hard to compute
arbitrary output probabilities within a small multiplicative error. Then it is
#P hard to calculate the probability amplitude for most circuits with the
same architecture within ¢ = 2=2(™) where m is the number of gates.

This states that, indeed, most circuits have the property that their ampli-
tudes are #P hard to calculate. The reasoning behind this theorem is that if
there exists a classical algorithm that efficiently computes po(6) = [(0"|C[0™)|?
for 0 =~ 1 - an instance of an average-case circuit, then we could call this
algorithm poly(n) times on 6;, and with the use of the Berlekamp-Welch
algorithm we obtain po(0),v6 [Mov20]. However, this would cause a collapse
of the polynomial hierarchy, which means that there cannot be such a classical
algorithm. This theorem is built upon the foundation of the two following
ones. It merges both of them while making them more tractable.

Theorem 5.3 (#P hardness of Haar random circuits [Mov20]). Let A be

an architecture such that computing py = [(0"|C|0")|? is #P hard in the

worst-case. Then, it is #P hard to output [(0"|C|0")|* with the probability
1

a= % + Sotymy Over the choice of circuits H € H 4.

The proof of this theorem is based on the fact that given the Berlekamp-
Welch algorithm, outputting the rational function py(6) is possible when
given a sufficient number of measurements |6;|; = poly(n). However, this fact
implies that BPP = #P. This is highly unlikely. To mention the second
theorem once again, we need to define a new concept, which is the classical
algorithm . This algorithm has the following property:

Pr{it(C(z)) — po(zi) < €] = il < A, (5.6)

~ poly(n)

where z; = 1 + 60;, a parameter defining Cayley path and A is defined as the
upper bound on the interval on which we take 6;: |1 — ;] € [0, A].

Theorem 5.4 (Robustness of # P hardness [Mov20]). Assuming access to an
oracle U as described above, it is # P hard to compute po(C(0)) over H
within € = 2-"*) additive error.
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5. Hardness of random circuits

N 57 Summary

In this section, we have highlighted the results , which show that
using random circuit sampling, we can generate circuits that are # P hard to
simulate classically. The importance of the aforementioned is depicted in the
next section, where we finally get to the core of the thesis.
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Chapter 6

Main concept

Moving from the previous section, we can finally show the main concept of
this work. The key idea is to construct the kernel kg (z;, ;) such that the
kernel output is # P hard to evaluate on a classical machine. We intend to use
this kernel output with a classical support vector machine and solve the initial
problem 3.1} Hence, the procedure employs a quantum computer to evaluate
the kernel Kg(z;, z;) and a classical computer to solve the optimization task

3111

B 6.1 Possible advantages
Our approach to this problem offers not only one but four advantages.

B 6.1.1 Kernel simulability

A kernel is constructed as follows:

kRr(zi, ) = (P(@:)|Up(x5)) (6.1)

with U being a randomly generated unitary. We claim that simulating the
output of this kernel on a classical computer is #P hard. As proof, we use
the previously mentioned theorems [5.3| and [5.4. Since these proofs take into
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6. Main concept
account the estimating probabilities of | (0*|C|0™) |2, we need to extend it to
our case, where we wish to estimate the probabilities | ()(z)|C|v(y)) |2. The

proof is fairly simple. If we assume the fact that estimating [(0"|C|0™)|? is
#P hard, we can rewrite the

| (()|Cl(y)) [ = [(0"ET(2) CE(y)[0™) (6.2)
= [(0"[C0™) . (6.3)

This means that only by applying unitary operations (which we know from the
data, and we can easily compute their conjugate transpose) we can translate
our problem to estimating |(0"|C|0")|2. If estimating | ((z)|C|w(y)) |?
wasn’t # P hard, estimating | (0"|C]0™) |2 would not be # P hard either.

B 6.1.2 Time complexity

In addition to the kernel being # P hard to evaluate classically, it also enables
exponential speed-up. If we are able to prepare a quantum system [¢(z)) in
linear time O(n), we can take advantage of the ability of quantum computers
to compute an inner product in constant time O(1) and therefore evaluate
the Gram matrix K(X) in time O(n) instead of O(n?) as on a classical
computer. [Sch21]

B 6.1.3 Projected quantum kernels

On top of that, we may employ the projected kernels /@ﬁ with corresponding
Gram matrices K(X') having eigenvalues satisfying these rules [KBS21]:

® One eigenvalue 277 + O(2729) with constant eigenfunction

® 2% — 1 eigenvalues 27777 + O(2724),

where p and ¢ follow notation and represent the number of measured qubits
in the projected kernel and the number of qubits in the circuit, respectively.
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6.2. Experiment algorithms

Bl 6.1.4 Random sampling

Using a sampling of U, which is a random unitary, we wish to achieve much
better spectral properties The main idea is to sample random Haar
unitaries for a sufficient number of trials to strictly improve kernel qualitative
measurements such as kernel target alignment or eigenvalue ratio. We use
rejection sampling, throw away unitaries that do not improve the model’s
performance, and keep only the promising ones.

B 6.2 Experiment algorithms

We prepared several experiments to support our findings. The experiment
procedure goes as follows:
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6. Main concept

Algorithm 1 Classifying data

Inputs:
Labelled data (z;,y;)
Unlabelled data (;)

Output:
Unitary U increasing accuracy of prediction
Classified data (z;, ;)
procedure TRAINING
for all z; do

i < E(x;)]0™) > We obtain state vectors of mapped data
end for
t<0
while t = maziter do > Boolean variable for train ending

C < random unitary
for all 1;,9; do

Kij < (il Clyy) > We get kernel matrix
end for
KTAc + KTA(K,y) > Evaluate kernel-target alignment
MCeo + KTA(K,y) > Evaluate model complexity
AGD¢ <+ KTA(K,y) v Evaluate asymmetric geometric distance
ERyc + KTA(K,y) > Evaluate k-eigenvalue ratio
t—t+1
end while

end procedure
procedure EVALUATING
for all z; do
Yi < E(2) [0")
ﬁi +~0
for all 4; do
i + G + (Y5 |U )
end for
Ui < signy;
end for
end procedure
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Chapter 7

Embeddings

Embedding plays a key role in mapping classical data to a quantum circuit.
For each of the embeddings, we describe its functionality and also present
the kernel it naturally generates. All the approaches mentioned below will
then be used in the experiments in the next section. It is important to
mention that the role of embedding is often overlooked, and not many works
are dedicated to this issue. Among the exceptions, we should mention for
example: Maria Schuld. We have drawn on the insights contained in the
aforementioned works in the construction of this chapter. We believe that
testing embeddings against each other on different types of data can help
future work push quantum computing towards better results.

B 7.1 Basis embedding

One of the simplest embeddings is basis embedding. Basis embedding takes a
discrete input and encodes it in the quantum circuit. In the literature
it is often defined as binary basis embedding but can, in general, use any
numeral system. The idea behind basis embedding is simple - each digit is
mapped to its predefined quantum state. The only restriction is that the set
of quantum states we map to is orthogonal. For example, we can use the
aforementioned binary basis embedding. We choose an arbitrary orthogonal
basis {|0),|1)}. The binary string € B" is then mapped to the quantum
state:

N
P(x) = Q) m(z:), (7.1)
i=1
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7. Embeddings

where m(x;) is the mapping function:

mi@i) = {y1> if z; = 1. (7:2)

As mentioned, we can use an arbitrary set of orthogonal basis states, e.g.
{+),1-)} {l) ,|r)}. What is more, we are not bound only to binary string
inputs but can choose other numeral systems with a simple example being
the quaternary system - with x = {0, 1,2, 3}", and the orthogonal basis being
{]00), |01),]10),|11)}. Basis embedding generates a kernel corresponding to
Kronecker delta:

k(z,2") = 6z . (7.3)

| ) Amplitude embedding

Another possible, and a bit more sophisticated, embedding is amplitude
embedding [Sch21|. It maps N-dimensional data D(z) € C such that each
dimension of input gets mapped to a quantum state. Mapping can be defined
via the equation:

1N
[Y(z)) = 2] > ailei) (7.4)

i=1
where ¢; is from an orthogonal basis of the quantum space. For example,
data z = (0,3,0,4) then gets mapped to the state (z) = %(3 |01) 4+ 4]11)).
Amplitude embedding generates a kernel corresponding to the absolute square

of a linear kernel:

r(z,a') = |2tz|? (7.5)
Since this embedding is not defined by a set of gates, but rather a unitary
operator, obtaining a unitary that maps state R|0") — |¢(z)) is important.

Generating such unitary is done via the Householder transformation [Mez07].
The equation of the projector R is:

R=1-2v){v| (7.6)

where |v) = |0™) — |¢(x)) is the difference between the input and the desired
state.

B 7.3 Rotation embedding

Rotation encoding can encode data X € R™ |[Sch21]. The data should be
precomputed in a way that each x; € X' is in the interval (0, 2x). For this
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7.4. Pauli feature map

data, each i-th component z; gets mapped to the superposition of |0) and |1)
regarding its value. The embedding can be described by the equation:

N
[¥(x)) = @) cos(x;) |0) + sin(z;) 1) . (7.7)

i=1
Again, as in the example of basis embedding, this mapping can be slightly
changed, and the resulting state can be a superposition of different basis
({|+),]—)}, etc.) The corresponding kernel of rotation embedding is the

cosine kernel:
n=|X]|

k(x,a’) = [] |cos(z; — })[? (7.8)

=1
B 7.4 Pauli feature map

A much more sophisticated encoding feature map is a family of Pauli feature
maps. These transform data x € R™, where n is the feature dimension, as:

Ug(z) = exp(i Y _ vs(x) [[ P, (7.9)

Sel €S

where S is a set of qubit indices that describes the connections in the feature
map (e.g. ZZ, Y, ZY), T is a set containing all these index sets and
P, e{l,X,Y,Z}. The data mapping 15 is defined as:

{ i if § = {i}
[ljes(m —a;) if|S[>1

Some examples include using P =Y or P = Z in one qubit setting. These
map the interval [—7, 7] to the corresponding states visualized on the Bloch

la) = (7.10)

sphere:

The corresponding colors of state vectors correspond to the gradient between
green (x = —m) and blue (z = ) color.

B 75 Z7-feature map

A very famous embedding throughout the quantum computing community is
the 2-qubit ZZ-feature map [HCT™19]. This embedding is part of the Pauli
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7. Embeddings

Figure 7.2: Pauli Z feature map

feature map family, it maps the data with the set of single qubit rotations
P()) about the Z axis depending on data and a set of CNOT gates. P()) is
defined as:

P(\) = <(1) e%) (7.11)

A circuit realizing a Z Z-feature map is then depicted in the figure below:

a0 — 1 H P(22[0]) (7.12)

a1 H — P(2z[1])

Jan)
V

P2(r — 2[0]) (r — x[1]))

D
3V

with (.’IJ(),.’El) =xeX.
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7.6. Repeated embedding

B 76 Repeated embedding

Another option is to use repeated embeddings. These work simply by applying
embedding circuits one after the other. The resulting kernel corresponds
to the original kernel raised to the power of the number of repetitions. For
example, considering an amplitude embedding with 3 repetitions, the resulting
kernel is:

r(z,a') = (Jatz]?)? (7.13)
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Chapter 8

Experiment

In this section, we introduce findings based on experiments. Experiments were
run on two datasets - one trivial, the Moon dataset from sklearn [PVG™11]
and one rather challenging, the Pima indians diabetes dataset [Repl6], with
the best algorithms performing only a ~ 82% success rate of classifying the
data. The goal of the experiments was to use a quantum computer to evaluate
kernels and a classical computer to use these kernels to train an SVM classifier.
The obtained quantum kernels were then classified based on quality measures
introduced in 4. The SVM classifier was run with parameter 10* iterations.
All experiments were run in the Qiskit Aer simulator.

B s1 Preproccessing

Since the Pima dataset sometimes contains NaN values, we have replaced
those with mean values of corresponding features, which we believe does not
harm the experiments but enables encoding data into the circuit.

In case of amplitude encoding, each sample was normalized. While using
Pauli feature maps, we scaled the training dataset across all features to the
interval [0, 27] since otherwise encoding data may suffer from being periodic.
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8. Experiment

. 8.2 Moons dataset

The Moons dataset consists of samples with 2 features - z and y coordinates.
Our training and test datasets consisted of 70 and 30 samples respectively.
We used several approaches for embedding the data into the circuit:

XY-feature map

XY-feature map with two repetitions

Z Z-feature map

Z Z-feature map with two repetitions

Amplitude encoding

Because the Moons dataset can be encoded into the circuit of just 2 qubits,
we were able to run 50 experiments for each embedding, with each experiment
using a different random unitary U. Since we used only 2 qubits we did not
use projected kernels as they should not be behaving much differently. From
the results [8.1] we can see that there is a clear connection between kernel
target alignment and kernel accuracy, but we observe the fact that not all
embeddings offer the same efficiency. Another measure we evaluated was

Kernel target alignment
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Figure 8.1: Kernel target alignments for Moons dataset

t-th eigenvalue ratio of matrix K770, For this, we used several settings

ending with ¢ = 10, which exhibited the biggest impact across all possible
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Figure 8.2: t-th eigenvalue ratio for Moons dataset

options, but still lacked the desired behavior of determining kernel capabilities
definitely. We then used the classical radial basis function SVM to evaluate
the optimal ’classical’ Gramm matrix. The classical SVM was able to classify
all samples in the test dataset correctly, so we could compare this kernel to
the quantum ones. Unfortunately, we did not observe any correlation between

the quality measures from [HBM™21] and kernel’s performance.

B 8.3 PIMA dataset

As the second dataset we chose the Pima indians diabetes dataset. This
dataset consists of 768 samples with 8 features per sample. We chose this
dataset because it is hardly classifiable and online resources claim
best performance of classical methods ~ 82% offering enough space for
improvement. We split the dataset into a 70% training and a 30% testing
dataset, and tested several embedding approaches.

XY -feature map

Z Z-feature map

Amplitude encoding

Projected XY -feature map

Projected amplitude encoding
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8. Experiment

Assymmetric geometric distance to the RBF kernel
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Figure 8.3: Asymmetric geometric distance of Kernels

With Pauli embeddings executed on 8 qubits, we can see that the embeddings
that are not projected lack in performance and are overtaken by projected
kernels. We emphasize this since it is the result of the kernel matrix being
concentrated around the matrix diagonal as mentioned in [3.1. Results of
using t-th eigenvalue ratio were disappointing as the performance was not
correlated to the measure at all. Using the asymmetric geometric distance
and model complexity did not yield good results either.

. 8.4 Discussion

In this section, we have introduced our experiments that have showed some-
what sobering results. From the introduced quality measures that could be
used to randomly sample kernels using a quantum computer, only kernel
target alignment and ¢-th eigenvalue ratio appeared to be of any use. However,
it is at least clear from the experiments that different embeddings will be ideal
for different datasets. In our case, the amplitude embedding was the best
choice for both datasets, but this may not always be the case. We should also
note that the experiments were not as extensive as would have been desirable,
and we can assume that with an increased number of samples we would have
found more random unitary matrices that would have improved the kernel
performance. Nevertheless, it is important to point out that random unitary
operations can indeed be useful, as they can turn the kernel structure into a
position where the kernel shows signs of high performance.
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Chapter 9

Conclusion

In this paper, we focused on the use of quantum kernels to classify classical
data. After a general introduction to quantum computing and a description
of the current challenges of quantum computing, we focused on the similarity
of quantum machine learning to classical kernel methods. We have extended
the original idea of quantum kernels to include the possibility of these kernels
being P hard in terms of computational complexity. We attempted to apply
these results to the real data classification problem. However, in light of the
experiments we have carried out, we regret to point out that we have been
unsuccessful and in our experiments we have not proved that hard-to-simulate
kernels can be useful. We assume that the classification problems stemmed
from the inappropriate use of the embeddings we used, and for future efforts
to improve the experiment, we recommend extending the work to thoroughly
investigate the compatibility of different embeddings depending on the type
of data we are trying to encode. On the other hand, we have to mention the
fact that the kernels we used took advantage of quantum computing, such
as the principle of superposition, quantum entanglement and parallelism, so
that on real quantum hardware, evaluating these kernels would result in an
exponential speedup.

Despite the failed experiments, we want to mention that quantum machine
learning currently represents a great opportunity to push computer science
further towards possibilities we cannot imagine. Governments and companies
are investing resources in quantum computing, which can only accelerate the
progress in computer sciences. Quantum computers are increasing their qubit
count almost every year, and it can be assumed that this trend will not stop,
but rather the opposite. With more computing power, quantum computing
will become more relevant and it will offer countless possibilities. Although

47



9. Conclusion

the focus is currently on crypto-security, for which quantum computers pose
a significant risk, it would be a mistake to give this issue all the attention. I
believe that in the future, quantum computers and the algorithms developed
on them will be used to enhance not only information sciences but also
physics, chemistry, drug discovery, materials science, finances, healthcare and
many more, with an incredible potential to improve the quality of our lives
in general.
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B. Table of used symbols

D(X,Y) Dataset with samples and its labels
X C R? Set of data
Y c{-1,1} | Labels of data
8 i-th sample of dataset X
1) Label for a sample §
L Loss function
A Circuit’s architecture
Ha Haar random distribution on architecture A
H Set of considered strategies for classification
h, (h*) Single (optimal) strategy of H
w,b Weight and bias

Slack variable in soft-margin SVM

Feature map

Unitaries

Number of samples in dataset

Number of qubits in quantum circuit

Set of qubits in circuit

L(y:, i) Hinge loss
d Dimension of sample space R?
p Density matrix
Gab Assymetric geometric difference of two kernels K, Kp
KTA(K,, Kp) | Kernel target alignment of kernels K, K,
k(xi, x;) Kernel value for points z;, z;
S Composite number in Shor’s algorithm
a Initial guess in Shor’s algorithm
r Period of function f(z) = a®modN in Shor’s algorithm
N Dimensionality of problems in HHL algorithm
t Set of measured qubits in quantum projected kernels
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