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Abstract

This thesis deals with Energy Management systems that are used in industrial process
and one system is also realized. The thesis introduction briefly explains the basics of
Energy Management. In this place the basic requirements are described on the Energy
Management System that is useful in technological process.

Then was made the market survey. Thesis is focused on the Energy Management
systems that deal with reporting and prediction of energy data. There are many views
on this issue and for purpose of the thesis two main categories were selected. The first
one is only database level implementation in Energy Management. This solution type
supposes that the data collection will be realized on the customer’s side. On the other
hand there are solutions that are in both process and database level. These solutions
provide services from data acquiring to database processing.

The last part describes the Energy Management solution. This solution is based on the
PCS7 Siemens platform and exploits special PCS7 library to retrieving the energy data.
The solution consists of two systems. The first one is reporting system that was developed
by SIDAT Ltd. Based on this reporting system the prediction system was developed for
purposes of this thesis. The user interface of prediction system was selected MS Excel

because of it is often used platform for data processing.
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Anotace

Tato diplomovéa prace se zabyva systémy energetického managementu, které jsou
pouzivany ve vyrobnim procesu. Jeden takovyto systém je také realizovan pro tucely
této prace. V uvodu préce jsou strucéné vysvétleny zédklady energetického managementu
a také zde nechybi zéakladni poradavky na takovyto systém, ktery se pouziva ve vyrobnim
procesu.

Nasledné byl vytvoren pruzkum trhu, ktery monitoruje realizovana teseni ruznych do-
davatelu energetického managementu. Bylo zjisténo, ze dodavatelé téchto reseni nahlizeji
na problém ze dvou urovni. V prvnim ptipadé jsou dodavany produkty, které pied-
pokladaji, ze ziskdvani energetickych dat je na strané zdkaznika. Tato varianta nese v
praci oznaceni Databazova implementace. V druhém piipadé existuji na trhu fesSeni,
kde dodavatelska firma zajistuje jak sbér energetickych dat, tak také tzv. databdzovou
implementaci.

Posledni cast této prace popisuje realizované feSeni energetického managementu. Toto
feSeni je zalozeno na platformé Siemens PCST a k ziskavani energetickych dat vyuziva
specidlni PCS7 knihovnu, ktera je uréena k témto tucelim. Toto feSeni se sestava ze dvou
casti. Prvni ¢ast tvofi reportovaci systém, ktery byl vyvinut firmou SIDAT. Na zakladé
tohoto reportovaciho systému byl realizovan systém predikéni. Tento predikéni systém
byl vyvinut pro ucely této diplomové prace. Jak pro reportovaci, tak pro predikéni systém

bylo zvoleno rozhrani aplikace MS Excel pro jeho Siroké uplatnéni pfi zpracovavani dat.
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Introduction

This thesis deals with energy management and energy consumption prediction.

The Chapter 1 describes the basic terms that are generally used in Energy Manage-
ment. The general expressions and goals are explained in the first part. The second
part describes the Energy Management from the industrial view. Here are noted the user
requirements and needs in industry. In accordance with these requirements is this thesis
realized.

In the Chapter 2 are described the Energy Management applications, called Energy
Management systems. This description is divided into two parts. The first one consists
of applications that are based only on database approach. It assumes that the customer
acquires the energy data and the supplier process it in its application. The second part
contains the solutions that offer so-called Full-Scaled implementation. It means that
the solution consists of two basic layers: the process and the database. The result of
this survey is that no solution mentioned here fulfills the specific requirements noted in
Sec. 1.3.1.

Finally, the Chapter 3 describes the solution that ensures the requirements noted
above for industry field. Here is briefly described the general system that is based on
PCS7 platform and how it is possible to extend this system by the reporting and pre-
diction capabilities. In order to develop the reporting and prediction system it was used
a commercial project in cooperation with SIDAT Ltd. The reporting system was deve-
loped by SIDAT Ltd. and the prediction system was developed for the purposes of this
thesis. From this reason the prediction system must conform with several requirements
to ensure the system compatibility. The prediction system offers both basic and advan-
ced prediction. The basic prediction computes the forecasting values using the energy
data from appropriate database. The advanced prediction uses both the energy data and
the substituting data. The substituting parametrization is available through the user

interface in prediction system.



Chapter 1
Energy Management

In this chapter the reader will find the explanation of the term ”FEnergy management”
(EM) and ”Energy management system” (EMS). It is not easy to strictly define those
terms, since it covers a wide range of Energy Management applications and tools. These
terms will be described for the purposes of this thesis.

The basics of energy management are explained in the beginning of the chapter. The
end of this chapter also contains the industrial approach to the Energy Management,
namely the user requirements to the Energy Management System in industry. Further,
this chapter describes the different EMS topologies that differ in view of the problem and

the customers requirements.

1.1 What is Energy Management

Energy management can be defined as a set of tools and measures for energy manage-
ment with the use of energy-economic potential in different areas. Energy Management
is a management process to ensure energy needs. In a broader perspective, the EM part
of the complex activities that deal with management of property (Facility Management).
Energy Management puts the accent on analysis, monitoring and prediction of long-term
energy consumption.

In this case the keyword ”energy consumption” means not only consumption of electric

energy but also, for example, consumption of heat or gas.
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1.1.1 The Field of Energy Management

The EM is used in many different fields. From this reason the tools of EM differ in
these areas. The briefly description of EM mentioned above is general description and it
applies to all equally.

One of the main EM areas is EM on state level. In this case the EM tools are
legislation. Legislators define laws that should ensure optimal energy production and
consumption, eventually they define restrictions that safeguard the environment. Each
state in EU must take actions that lead to at least 1% year-on-year energy savings form
2008 to 2016.

Next area in use of EM is EM in cities. Here the main aim is to optimize consumption
of fuel, energy and water. To satisfy these goals is necessary to ensure the optimal
operation of buildings, operating units and, for example, including new technologies such
as renewable resources.

From the previous text implies that it is also needed to ensure optimal operation
of buildings - EM in buildings. This issue mainly includes management of heating (air
conditioning) and lighting. In this case the sources of wasting are monitoring. The result
of this wasting monitoring could be thermal isolating that could save heating energy
(Air Conditioning), for example, about 20%. Next way to save energy could be lighting
monitoring that could save energy up to 9% of all energy consumption.

The last field where the EM is often used is industry. In this case the EM collects
several tools that make a suite that calls Energy Management System. This area is

described in the Sec. 1.3 in detail.

1.1.2 Energy Management Cycles

In general we talk about EM and there are some recommendations and methods how

to achieve our requirements. Steps of basic activities EM are in general noted below:

e Monitoring (data collection, measurement readings, checking bills / responsible
staff)

e Evaluation (analysis of energy balance , simulation)

e Planning (determination of costs, consumption and processing, energy-saving me-

asures, shutdowns, repairs)
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e Implementation (measures, controls, monitoring frequency, staff update con-

tracts)

Based on these facts it is necessary to ensure the energy data collection. Each sector
is responsible for the collection according to their orientation. The collected energy data
is then evaluated. Based on this assessment, it is necessary to make a plan. This plan
includes measures such as the determination of savings or shutdowns.

These steps of the energy management are a part of each Energy Management System.

1.2 Goals of Energy Management

Some goals of EM are mentioned above in the Sec. 1.1.1, here the general EM goals
are listed.

The main aim of EM is to ensure efficient and reliable service for coverage of all energy
needs.

One of the other objective is to increase energy efficiency consumption, further op-
timization of energy consumption in the subject of energy management and also reduce
energy losses.

Energy management can be applied or used in these areas (the most common pro-
blems):

e Reducing operating energy costs - are directly dependent on the purchase price of

energy

Quantifying the energy use of waste and renewable sources

Preparation and management of energy-saving projects

Energy Consultancy

Monitoring energy prices for energy market

Exploit the potential of buildings

In all these areas remain the aims very similar. Several targets of Energy Management

are noted in the Tab. 1.1.
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Area Acquisition

Energy and water | Reducing energy consumption

Lower water consumption

Optimizing the cost of purchasing energy and water

Reducing the costs of subsequent maintenance of buildings

and Technical Equipment of Buildings

Increased reliability

The use of local resources and labor

Providing more efficient and better services

Environmental | Reducing greenhouse gas emissions

Reduce pollutant emissions

Table 1.1: Energy Management targets

EM is divided into several layers, as it is evident from the text above. It therefore

follows that there are several manners (or tools) how to properly use the EM, see Tab. 1.2.

Tool Examples

Legislative | Law on energy management, energy law, construction law, etc.

Planning | Spatial planning, action plans

Analyst | Energy audit, energy certificate, energy label, energy certificate

Technical | Framework and detailed monitoring of energy consumption

Statistics | Energy statistics

Table 1.2: Energy Management tools

There are several potential sources of energy. This is the possible use of energy reser-
ves with the use of technically viable measures such as thermal insulation of buildings,
installation of technical equipment for the use of internal and external heat gains, im-
plementation of isolation systems transmitting thermal energy, installation of efficient
lighting sources, justifiable and beneficial applications of renewable and non-traditional
sources. Energy Audit majority suggests all available technical measures. In practice we
assume, however, only the implementation of cost-effective measures.

In terms of economic potential reflect a reduction in energy consumption after the

implementation of technical and organizational measures in the economic parameters such



CHAPTER 1. ENERGY MANAGEMENT 6

as gross and net return on time spent funds, internal rate of return and net present value
at a pre-selected time of economic or technical life of the technical measures. Practice
shows from the audit that the economic potential is not fully exploited. The practical
usefulness of economic potential is estimated, according to the European experience, the
relative amount of about 30 - 60% and includes the implementation of technical measures

in the short or medium-long pay back periods.

1.3 Energy Management in Industry

In the field of industry is Energy Management realized using so-called Energy Ma-
nagement Systems.

When we talk about ”industry”, one can imagine a plant, for example, cement works.
The factory has the manufacturing process that is controlled by control system on process
level. This control system is usually interconnected with an office system on I'T level. The
technological process is monitored using SCADA standard. On the IT level the process
data is usually archived.

Reducing production costs is one of the permanent requirements for the entire history
of industrial production for all production processes. In normal production next to basic
materials are the main costs all types of energy that was used during production. The
pressure to reduce prices of the products is reflected in particular in the requirements for
reducing energy consumption during production. This is why the energy consumption is
monitored in the manufacturing process.

The main functions are measuring and storing the data from energetic measurements.
Based on this information, the system is able to provide reports and charts of energy
consumption over time. Over this data may be carried out analysis of the mapping of
the energy flows.

How such a system looks like is shown in the Fig. 1.1. This system consists of two
layers: Information and Process. The Process part contains equipments of process au-
tomation and is explained in section 1.3.3 and the Information layer includes database

components and is described in section 1.3.4 in more detail.
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S 5 S

Reporting System Reporting System Reporting System Reporting System
Data archive server Client Client
Reporting services Excel Excel

) - Manufactoring Process )
Process information

DP"PI\ I A i I

Electrometers Flow | [ Pressure | [ Temperature |

. /’

Figure 1.1: Example of Energy Management System

1.3.1 EMS Requirements in Industry

Generally, there are many requirements to the EMS in industry field. The main two

requirements on Energy Management System in industry are
e Reporting of consumed energy
e Prediction of energy that will be probably consumed

Both reporting and prediction is described and explained below in text in more details.
Further, the very important aim of EMS is easy implementation into the current ma-
nufacturing system that is used to monitor and control the whole manufacturing process
in an appropriate plant.
Next, the EMS must be able to offer to the user the possibility of factory dividing into
several parts such as crushers, mills, dryers etc. This choice serves to determining the

amount of energy consumption in defined parts of the factory that are called Cost Centers.
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Each factory part contains measuring units that serve to acquiring energy data. These
measuring units are called ”Tags”. Tag is user defined measured point in manufacturing
process that is considered as an energy value and is used in energy management. From this
data it is possible to approximately determine production costs in the form of consumed
water, heat, gas, electric energy etc. When the user knows the energy consumption in
each part of manufacturing process, then it is possible to determine, how much energy
was consumed for one concrete batch or product. This information helps to accurately
determine the production prices. To determining the energy consumption serve reports
that contain energy data.

The reporting (report creating) of energy consumption in the future calls prediction, or
prediction reporting. In this case it is not needed the prediction that is based on difficult
prediction principles, for example, neural networks or statistical approach. The reason,
why it is not needed is based on the manufacturing principle/process. The manufacturing
process goes through several phases in accordance with factory technological parts. So,
the user approximately knows how much energy will be consumed because he knows
how long each process/manufacturing phase takes. The manufacturing process is still
repeated with each batch or product. The energy consumption changes during one day.
So, the factory removes energy is several energy tariffs (usually three) that are defined
by the energy provider. The energy consumption may also vary, for example, in case
of scheduled maintenance etc. The EMS must be able to include these cases using user
interface. The prediction is typically used when the customer wants to order the electric
energy from an energy provider. For example, the customer has ordered, that he will
consumed 22MWh on 12.4.2009 from 23:00 to 7:00 in appropriate tariff (see Tab. 1.3). If
he will consumed exactly 22MWHh, it is all right. But there may be two cases:

e The real consumption was only 2 MWh

e The real consumption was 32 MWh

In the first case the customer has to sell back into the energy system (net) the difference
for 0.04 EUR per MWh. In the second case the customer has to buy 10 MWh for
price 0.16EUR per MWh. From this reason is needed the prediction on appropriate
tariffs/days/hours. It is used the determine the energy consumption based on historical
data that is archived in appropriate database.

Relationships between tags and both tariffs and cost centers are defined by the user.
It is important to allow users self-management of these two groups. Tags in reporting

and prediction reports are assigned to some:



CHAPTER 1. ENERGY MANAGEMENT 9

e Cost Centers, with selectable time interval
e Tariffs, with selectable time interval

These expressions are described in detail in next sections.
Another important request is the use of standard program platform, for example,

Microsoft Office suite. The user interface needs to be easily used.

1.3.1.1 Cost Centers

Sorting according cost centers helps to accurately determine the production costs.
One cost center should contain all tags, that belong to one technology unit. One tag may
be in more cost centers. The user defines the cost centers topology.

The selection is expanded by time interval selection.

1.3.1.2 Tariffs

The price of energy is varying in one day. This is caused by different energy tariffs that
are changed during one day. That is the reason why it is required tag sorting according
the day energy tariffs.

Three tariffs are typically defined by the energy provider on one day, see Tab. 1.3 with

tariffs example. Each

Tariff name | Validity Price of IMWh [EUR]
Peak 7:00—-8:00 0.2
Day 8:00—23:00 0.4
Night 23:00—"7:00 0.1

Table 1.3: Example of tariffs in one day

The selection is expanded by time interval selection.

1.3.2 Measuring Devices

To both energy and process measuring serve measuring devices that are based on
several different principles. The measuring form depends on the character of the measured
values. In general for media flow or energy consumption there are different devices used

as the meters providing one of the following output signals:



CHAPTER 1. ENERGY MANAGEMENT 10

e Digital signal
e Analog signal
e Interface unit

e Indirectly measured values

Digital Signal

These sensor types provide a digital output signal as an pulsing signal representing
flow volume or flow mass. The resulting amount of consumed energy is the count of

pulses that is multiplied by a sensor constant.

Analog Signal

These sensor types generate a continuous output signal representing flow rate. The
continuous signal must be integrated and the resulting energy value is given by 15 minutes

integration.

Interface Unit

These units have own internal measuring system. It presents, for example, an electro-
meter having standardized communication interface. Through this interface it is possible
to acquire the actual amount of consumed energy or number of pulses that represent
energy consumption. The EMS must know (using storing) the initial value and after the
defined time (usually 15 minutes) expires the resulting value is the difference between the

initial and the actual values.

Indirectly Measured Values

All measuring methods mentioned above measure all values directly. There is another
method that serves to determine the energy flow. It could be in cases when it is not
possible to use the direct measuring, for example, to determine how much energy was
consumed to heat a tank. This method uses physical laws to determine consumed energy.
In this case the flow, pressure and temperature are usual secondary values (see Fig. 1.1

in process level) which server also to determine energy values.
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1.3.3 Implementation on Process Level

According to the Fig. 1.1 the Process Level contains measuring units that are connec-
ted into programmable controllers (PLCs) and that measured energy consumption. This
information is sent through an industrial net from these PLCs to a database server to
store. The measured values should be available in real-time from each measuring points.
But, usually these energy values (from measuring points) are summarized and the final
sums are sent every 15 minutes. The summarizing is achieved through summing functions

that are part of the PLCs, see Fig. 1.2.

< Energy data transfer

Database server

Summing function

Energy data — factory side ™

TeEE

Electrometers

Calculation block Summing block

Synchronization
block

Output energy data s

Figure 1.2: Sum function in a control system

There is possible to implement Energy Management System in two ways - inside or

outside the control system.
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Information system of energy management

A
SCADA control system - production

SCADA control system - EM

PLC - production

)

PLC - EM

o~
Process instrumentation - production

Process instrumentation - EM

Figure 1.3: EMS is part of a control system

12

Information System
Level

Process Level

In the first case, the EMS is the part of the control system, as it is shown on the

Fig. 1.3. In this case is possible to control the energy consumption using the EMS. If

the actual energy consumption is higher then the permitted value, the EMS will seek to

restrict the flow of energy, for example, by disabling certain parts of technology.

In the second case, the EMS is outside the control system, see Fig. 1.4. There is no

possibility to control the process using the EMS. In this case EMS serves to reporting

energy data.



CHAPTER 1. ENERGY MANAGEMENT 13

Information system of energy management

Information System
Level

SCADA control system -

production SCADA control system - EM

Process Level

PLC - production PLC - EM

=
=

i —

Process instrumentation = |

production Process instrumentation - EM

Figure 1.4: EMS is outside a control system

1.3.4 Implementation on Database Level

The Database Level includes one database server or more servers, which have different
roles. These servers are interconnected via information network. The database server and
the PLCs are interconnected using the standard interfaces, for example, OPC HDA.

The database servers serve to storing appropriate energy values. These values repre-
sent values of consumed energy that was used in manufacturing process. It is necessary to
have also a reporting server, except the database server. Reporting server offers services
that are able to generate reports.

Report generating is based on Client - Server principle. Generally, the user defines
his requirements using reporting system client interface. The server executes the user
requirements. The result is shown through the client interface. This situation is shown

in the Fig. 1.5. In this case the client interface is MS Excel application.
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Figure 1.5: Eenergy Management System on information level

Reports and charts are an essential tool to preview the database of measured energy

values.



Chapter 2
Market survey

This chapter briefly describes applications of the specialized companies that deal with
the prediction of energy consumption and energy management. There are many firms
that are specialized in this wide area. This chapter contains companies that deal only
with energy management in manufacturing process.

There are two views to these issues. In the first case the Energy Management is only
realized on the database level mentioned in the Sec. 2.1. On the other hand there are so-
called Full-Scaled solutions that offer both control and database implementations noted
in the Sec. 2.2.

The result of market survey is description of several energy management applications.
It was selected applications of the most famous companies that offer both Database and
Full-Scale implementations. All the terms contained herein are in accordance with the

Sec. 1.3.

2.1 Database Implementation

Applications implemented on the database level are described in this section. It exists
many companies on the market that deal only with data processing. The data is obtained
from databases.

The main aim is to develop or to offer the appropriate customers software according
to his requirements. The assumption is that the customer has its own database with
process and maintenance data. The basic requirement is that the reporting system is

realized on any platform and has the energy consumption prediction functionality.

15
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The next subsections describe several companies that are the most known in this area.

2.1.1 ETAP Energy Management System

ETAP Energy Management System is energy management application delivered by
ETAP. ETAP is one of the companies that implements the solution on the IT level.

ETAP Energy Management System is a suite of applications used to monitor, cont-
rol, and optimize the performance of generation and transmission system. This intelligent
energy management system is designed to reduce energy consumption, improve the uti-
lization of the system, increase reliability, and predict electrical system performance as
well as optimize energy usage to reduce cost. EMS applications use real-time data such
as frequency, actual generation, tie-line load flows, and plant units’ controller status to
provide system changes.

In next subsections are described the applications that make up the ETAP EMS suite.
This suite is represented by the blue box (ETAP EMS) in the Fig. 2.1.

Automatic Control

Control System Simulator
Figure 2.1: EMS plant integration (ETAP, 2009)
In the Fig. 2.1 one can see that the ETAP EMS is integrated externally into a plant.

The plant distributed control system ensures the industry control. The control signals are
distributed into both a plant and the ETAP EMS. ETAP EMS acquires the process and
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energy data, executes the appropriate operations and sends information to the distributed

control system.

2.1.1.1 Automatic Generation Control

Automatic Generation Control (AGC) calculates the required parameters or changes
to optimize the operation of generation units and is a part of the ETAP EMS suite. The
application uses real-time data such as frequency, actual generation, tie-line load flows,
and plant units’ controller status to provide generation changes. AGC also calculates
the parameters required to control the load frequency and provides the required data
on demand to maintain frequency and power interchanges with neighboring systems at
scheduled values.

AGC is fully integrated with Economic Dispatch and Interchange Scheduling hence
automatically ensuring that generation adjustments are scheduled in the most economical
fashion. AGC provides guidelines for optimal electrical system operation to meet power
requirements, steam requirements, and minimize fuel cost per generator. This process
significantly minimizes the complexities of the decision process.

The whole principle of the AGC is shown in Fig. 2.2. There is shown how the control

is generated to ensure the desired process parameters.
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Figure 2.2: ETAP Automatic Generation Control principle, (ETAP, 2009)

2.1.1.2 Economic Dispatch

Economic Dispatch (ED) a part of ETAP. It allocates generation changes of a power
system among generator units to achieve optimum area economy. Economic Dispatch
provides guidelines for optimal electrical system operation in order to meet power requi-
rements, steam requirements, and minimize fuel cost per generator.

ED utilizes advanced optimal power flow algorithms in order to determine the optimal
generation pattern while maintaining adequate reserve margins (see Fig. 2.3). Generation
levels of individual units are calculated and dispatched in order to meet the load demand
at minimal costs. Consideration is given to the fact that the cost of generation is not pro-
portional to the generation level, systems are geographically spread out, and transmission

losses are dependent on the generation pattern.
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Figure 2.3: ETAP Economic Dispatch example, (ETAP, 2009)

2.1.1.3 Supervisory Control

Supervisory Control belong to the ETAP suite and allows the operator to apply ob-
jectives and constraints to achieve an optimal operation of the system. In this mode, re-
commendations are implemented based on the predefined set of objectives. ETAP utilizes
optimal power flow algorithms and user-defined logics to determine the best operating
settings for the system.

Optimization can be used to assist energy consumers to automatically operate the
system and minimize system losses, reduce peak load consumption, or minimize control
adjustment. For energy producers or co-generators, system optimization can be set to

minimize generation fuel cost, optimize system operation, and maximize system security.
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Figure 2.4: ETAP Supervisory Control example, (ETAP, 2009)

Figure 2.4 shows the example of required parameters setting. The appropriate appli-
cation of system optimization leads to a more reliable and economical operation, while
maintaining system voltages and equipment loading within the required range and con-
straints. System optimization provides intelligent load flow solutions to minimize system
operating costs and maximize system performance while maximizing the value of custo-

mers energy investment.

2.1.1.4 Interchange Scheduling Software

Interchange Scheduling (IS) inheres in the ETAP suite and provides the capability
to schedule energy transfer from one control area to another while considering wheeling,
scheduling ancillary services, and financial tracking of energy transactions. Dedicated for
electricity power exchange and scheduling, Interchange Scheduling incorporates energy

scheduling, transaction management, and energy cost analysis and reporting.
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Figure 2.5: ETAP Interchange Scheduling example, (ETAP, 2009)

2.1.1.5 Reserve Management Software

Reserve Management is a part of the ETAP suite. It maintains a constant vigil over
required system reserves including ”regulating reserve” (spinning reserve immediately re-
sponsive to automatic generation control commands), ”contingency reserve” (spinning
and non-spinning reserve sufficient to reduce Area Control Error to NERC performance
requirements within 10 minutes), ”additional reserve for interruptible imports” (reserve
that can be made effective within 10 minutes), and ”additional reserve for on-demand ob-
ligations” to other entities or control areas (see Fig. 2.6). Notification is issued whenever

the available reserve in a class falls below the corresponding required value.

Interruptible Imports Reserve

Regulating Reserve

Contingency Reserve

On-Demand Reserve

Figure 2.6: ETAP Reserve Management example, (ETAP, 2009)
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2.1.2 STATISTICA

STATISTICA is a product of international company StatSoft that is concerned with
data processing and their forecasting.

StatSoft’s flagship product line is the STATISTICA suite of analytics software pro-
ducts. STATISTICA provides comprehensive array of data analysis, data management,
data visualization, and data mining procedures. Its techniques include wide selection of
predictive modeling, clustering, classification, and exploratory techniques in one software
platform.

Generally, STATISTICA takes advantage of user’s Data Repositories as it is shown

in Fig. 2.7. This stored information is used for next analysis.

Production Data Testing Data R&D Data

i Connections |
STATISTICA Analysis Server |
Collections of Storad Quearias

Analysis Templates

Figure 2.7: StatSoft STATISTICA, (STATSOFT, 2008)

StatSoft offers two versions of STATISTICA application suitable for time series ana-
lysis and forecasting: STATISTICA Automated Neural Networks (SANN) and STATIS-
TICA Advanced Linear/Non-Linear Models.

2.1.2.1 STATISTICA Automated Neural Networks

STATISTICA Automated Neural Networks (SANN) has the functionality to assist
user through the critical design stages, including Neural Network Architectures and Tra-

ining Algorithms and also approaches to network architecture design by using specific
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and meaningful error functions that allow the interpretation of the output results. Neu-
ral networks analysis can be incorporated in custom applications by using either the
STATISTICA library of COM functions that fully expose all functionality of the pro-
gram or by using the C/C++ code generated by the program to aid in the deployment
of fully trained networks.

Like all STATISTICA analysis, the program can be ”connected” to remote databases
via the tools for in-place-database processing, or it can be linked to active data so that
models are retrained or applied (e.g., to compute predicted values or classifications).

In general, data must be specifically prepared for input into neural networks, and also
it is important that the network output can be interpreted correctly. SANN includes
Automated data scaling for both inputs and outputs. There is also Automated recoding
of Nominal valued variables, including one-of-N encoding. SANN also has facilities to
handle missing data. There are special data preparation and interpretation facilities for
use with Time Series.

The range of neural network models and the number of parameters that must be
decided upon (including network size, and training algorithm control parameters) can
seem bewildering (the Automated Network Search (ANS) is available to automatically
search through numerous network architectures of varying complexities, see below). STA-
TISTICA Automated Neural Networks (SANN) supports the most important classes of

neural networks for real world problem solving, including;:

e Multilayer Perceptions
e Radial Basis Function networks
e Self-Organizing Feature Maps

e Linear Networks

The above architecture can be used for regression, classification, regression time series,
classification time series, and cluster analysis. In addition, ANS supports Ensembles
networks formed from arbitrary (when meaningful) combinations of the network types
listed above. Combining networks to form Ensemble predictions are suitable to use in
SANN, especially for small datasets.

For enhanced performance, STATISTICA Automated Neural Networks supports a
number of network customization options. The user can specify a linear output layer for
networks used in (but not restricted to) regression problems or soft max activation functi-

ons for probability-estimation in classification problems. Cross-entropy error functions,
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based on information-theory models, are also included, and there is a range of specialized
activation functions, including Exponential, Tangent Hyperbolic, Logistic Sigmoid, and
Sine functions for both hidden and output neurons.

SANN naturally includes fast, second-order training algorithm: Conjugate Gradient
Descent. This algorithm typically converge far more quickly than first order algorithms
such as Gradient Descent.

STATISTICA Automated Neural Networks’ iterative training procedures are comple-
mented by Automated tracking of both the training error and an independent testing
error as training progresses. User can also specify Stopping Conditions when training
should be prematurely aborted, for example, when a target error level is reached, or
when the selection error deteriorates over a given number of epochs. If over-learning
occurs. When training has finished, the user can finally check performance against train,
test, and validation samples.

Used training algorithms are:

e Gradient Descent

e Conjugate Gradient Descent

e Kohonen training

e k-Means Center Assignment for Radial Basis networks

User may select multiple models (and ensembles), in which case, wherever possible,
SANN will display results generated in a comparative fashion (e.g. by plotting the re-
sponse curves for several models on a single graph, or presenting the predictions of several
models in a single spreadsheet). This feature is particularly useful for comparing various

models trained on the same data set.

2.1.2.2 Advanced Linear /Non-Linear Models

This application offers a wide array of advanced linear and nonlinear modeling tools.
It contains several modules where the Time Series module is suitable for time series
forecasting.

The Time Series module contains a wide range of descriptive, modeling, decomposi-
tion, and forecasting methods for both time and frequency domain models. These pro-

cedures are integrated, that is, the results of one analysis (e.g., ARIMA residuals) can
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be used directly in subsequent analysis (e.g., to compute the autocorrelation of the resi-
duals). Many options are provided to review and plot single or multiple series. Multiple
series can be maintained in the active work area of the program (e.g., multiple raw input
data series or series resulting from different stages of the analysis). The series can be re-
viewed and compared. The program will automatically keep track of successive analysis,
and maintain a log of transformations and other results (e.g., ARIMA residuals, seasonal
components, etc.). Thus, the user can always return to prior transformations or compare
(plot) the original series together with its transformations (see Fig. 2.8). Information
about the consecutive transformations is maintained in the form of long variable labels,
so if the user save the newly created variables into a dataset, the "history” of each of the
series will be permanently preserved.

The specific Time Series procedures are described in the following text.

TR
Wi
ALLTEILELERREL

Figure 2.8: Application examples

The available time series transformations allow the user to fully explore patterns in
the input series, and to perform all common time series transformations, including: de-
trending, removal of autocorrelation, moving average smoothing (unweighted and weigh-
ted, with user-defined or Daniell, Tukey, Hamming, Parzen, or Bartlett weights), moving

median smoothing, simple exponential smoothing, differencing, integrating, residualizing,
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shifting, 4253H smoothing, tapering, Fourier (and inverse) transformations, and others.
Autocorrelation, partial autocorrelation, and cross correlation analysis can also be per-
formed.

The Time Series module offers a complete implementation of ARIMA. Models may
include a constant, and the series can be transformed prior to the analysis. These trans-
formations will automatically be "undone” when ARIMA forecasts are computed, so that
the forecasts and their standard errors are expressed in terms of the values of the original
input series. Approximate and exact maximum-likelihood conditional sums of squares
can be computed, and the ARIMA implementation in the Time Series module is suited
to fitting models with long seasonal periods (e.g., periods of 30 days). Standard results
include the parameter estimates and their standard errors and the parameter correlati-
ons. Forecasts and their standard errors can be computed and plotted, and appended
to the input series. In addition, numerous options for examining the ARIMA residuals
(for model adequacy) are available, including a large selection of graphs. The implemen-
tation of ARIMA in the Time Series module also allows the user to perform interrupted
time series (intervention) analysis. Several simultaneous interventions may be modeled,
which can either be single-parameter abrupt-permanent interventions, or two-parameter
gradual or temporary interventions (graphs of different impact patterns can be reviewed).
Forecasts can be computed for all intervention models, which can be plotted (together

with the input series) as well as appended to the original series.

2.1.3 Prediction Systems Elvira

Elvira is self-learning adapting prediction system. It was developed by Institute of
Computer Science on Academy of Sciences of the Czech Republic.
Prediction systems Elvira are large modular systems. These modules are divided into

several categories that are described in the following subsections.

2.1.3.1 Short-term Prediction modules

These modules are solving prediction of total daily energy consumption, eventually
whole daily charge diagram (24 hour or 48 half-hour values) in desired location with

expect outdoor temperature from one to seven days.
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2.1.3.2 Mid-term Prediction modules

These modules are solving tasks with daily, weekly and monthly energy consumption
prediction. The inputs are expecting weather character (e.g., long therm averages) or

calendar phenomena.

2.1.3.3 Meteorological modules

These modules serve to correcting consumption forecasting according to outdoor ex-
pecting temperatures. The prediction is specified according to actual weather. Modules

enable on-line reading weather information through Internet.

Figure 2.9 shows how the missing data is substituted by Elvira system. It automati-
cally detects losses and improbable values in data set and proposes the completion. In
this correction mathematical methods are used based on spatio-temporal statistical data

analysis.
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Figure 2.9: Filling missing values, (PELIKAN, E. - EBEN, K. - SIMUNEK,
M. - KOLMAN, M. - Hars, J., 2000)
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2.1.3.4 Used prediction methods

In prediction systems Elvira are implemented several computing methods. For short-
term prediction are used models with Box-Jenkins methodology, Kalman filters and neu-
ron networks in combination with experts and fuzzy approaches. In addition, for longer
time horizon are used decomposition adapting models decomposing the whole signal into
easily predictable components.

The selection of suitable model depends on appropriate situation. The model suita-
bility is given by e.g. type of prediction that is realized - very short-term, short-term,
mid-term or long-term. The next condition to right model choice is location consumption
character. If temperature gradient is varying, is not suitable to choose any stationary li-
near models. In this case is suitable to use an adapting non-linear model that immediately
registered temperature change and make appropriate changes.

Figure 2.10 shows the really difficult modeling of consumption dependence (Z-axis)

on cloudiness (X-axis) that is varying during one year (Y-axis).

Sverage values differences

Cloudiness

Figure 2.10: Consumption dependence on cloudiness, (PELIKAN, E. -
EBEN, K. - SIMUNEK, M. - KOLMAN, M. - Hars, J., 2000)
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It is not possible to make one general model and this model to apply everywhere be-
cause of different consumption and temperature character in each region. Hence it follows
that each region will have different model. Each model consists of one or more algorithms
as it shows Fig. 2.11. The right choice is based on prediction efficiency evaluation for

appropriate time interval.

Outputs back
transformation

: Ouiputs
| Prediction alg. ver. 1 | ; storing

| Predicion alg. ver 2 | | _____________________ Internal inputs

| :

Prediction alg, ver. 4 |

Outputs checking | -
and transformations | -

Desired
prediction

Figure 2.11: Combination of used models

2.1.4 Aspen Energy Management

Aspen Energy Management is an energy management system that is offered by Aspen-
tech company.

Aspen Energy Management is modular application that is able to be integrated into
the customers system to ensure his EM requirements. This modular system offers three

components:
e Utilities Planner
e Utilities Operations

e Energy Cost Manager
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These components of Aspen Energy Management can be deployed separately or together.
From this reason it is suitable to use for incremental deployment.
2.1.4.1 Utilities Planner

Utilities Planner is suitable to use in cases when it is needed to know the future

scenarios (tomorrow, one week, one year) in:
e Demand Forecasting (integrated with Planning tools)

e Production Planning (Boiler Load Allocation, Choice of Fuels, Choice of Drives,

etc.)
e Emissions Prediction
e Budgets

The customer is able to achieve the optimum scheduling of maintenance with Utilities
Planner. Next, faster response to problems (and better targeting of problems) is ensured

by using this part of Aspen Energy Management.

2.1.4.2 Utilities Operations

This part of Aspentech energy management offers the operational advice. It provides,

for example, the track performance.

2.1.4.3 Energy Cost Manager

The Energy Cost Manager is suitable to use, for example, when the user wants to
visualize the true energy costs, when the user wants to be inform about contract limits
and when the user wants to monitor the actual vs. target costs. The Energy Cost
Manager provides active cost management or role specific views - it is able to see the

appropriate impact of the each user to costs.

2.2 Full-Scale Implementation

As it was mentioned in the introduction of this chapter, there are solutions that

offer Full-Scale implementation. It means that the solution includes both process and
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information level in comparison with the previous Sec. 2.1. In this case the company
delivers both process control and information system (see Fig. 1.1 and compare Fig. 1.3
and 1.4).

In accordance with Sec. 1.3, the process level might include, for example, measuring
units or actuators (it depends on the particular situations). Further, the measured values
are stored in the process database. From this database the data might be transferred
to the information database. The appropriate information system (a part of Energy

Management System) is then able to report all the stored process and energy data.

2.2.1 SINAUT Spectrum

Siemens is the larges producer in European industry and also offers energy manage-
ment system whose name is SINAUT Spectrum EMS. It is a classically representative of
so-called Full-scale EMS. The whole general configuration can be seen in the Fig. 2.12.

The architecture of SINAUT Spectrum is scalable. Thus, this system is suitable for the
configuration of network control systems of any magnitude, with all possible combinations
of application programs.

SINAUT Spectrum provides database management functionality to network applicati-
ons. Integrated in the data processing environment of customers company, it supports
complete business processes.

The system topology in the Fig. 2.12 consists of two networks. The first one is an
office network. On this network the management decisions are executed. The second
one is generally a LAN (Local Area Network). This network provides the communication

functions for all system components.
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Figure 2.12: SINAUT system configuration, (SIEMENS AG, 2008)

A core function of network management is the optimal power flow. In the case of
SINAUT Spectrum it is fully integrated in the control system, provides a clear, practical
interface, and permits largely automated operational sequences and, at the same time,
detailed analytical facilities for the specialist. In addition, the optimal power flow of

SINAUT Spectrum provides the following advantages:

e Minimized transmission losses
e Reduced reactive power transmission
e Faster correction

e Elimination of transmission overloads in the most cost-effective fashion

SINAUT Spectrum enables full integration of the sub-functions in the SCADA subsys-
tem and the general operation/display interface. Next, continuous optimization of energy
utilization over all time ranges of operational planning, extending to annual energy sche-
duling. System is able to forecasting several processes simultaneously, including use of
neural networks. Flexible, convenient facilities are the definition of energy properties and

their billing, with interface to energy trading.
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There are also integrated monitoring and reporting functions for quantities of energy,

fuels and reserve capacity.

2.2.2 Power & Energy Management Solutions

With Power & Energy Management Solutions (PEMS) from Rockwell Automation
the customer gains access to a complete portfolio of systems, products, communications
and applications from the Complete Automation leader.

In the Fig. 2.13 is shown the structure of the Power & Energy Management Solutions.
Each levels contains several optional devices that can be applied to ensure the appropriate
requirements.

The lowest level is process layer. There are few programmable controllers that can be
used not only to PEMS. Next layer is visualization level, so-called Powermonitors tools,
and here is the situation the same as before.

On the higher level is Power Management Software that is the application core, see
subsection 2.2.2.1. There are few option applications that differs, for example, in remote

(web) vs. local access etc.
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Figure 2.13: Rockwell Automation System Configuration, (ROCKWELL
AUTOMATION, INC., 2009)

2.2.2.1 Power Management Software

The PEMS software helps the user to configure Powermonitors and access energy data

in real-time. The software also enables to capture, analyze, and share energy data the

customers entire enterprise through standard web browsers. This causes that the data is

easily obtainable and distributable.

RSPower32

This application is a stand-alone application as well as containing an ActiveX compo-

nent for a user to configure and display information from Allen-Bradley power monitoring

products. RSPower32 has simple screens for configuring and viewing data from power

monitors. When combined with RSView32, RSPower32 adds these features directly to

the RSView32 Project Manager interface as well as providing data for tags, alarming,

data logging and trending.
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RSPowerPlus

RSPowerPlus is a Windows-based application that expands the RSPower32 functio-
nality from configuration and real-time monitoring of Powermonitors to include simple
billing and trending via the TOU (Time Of Use) function available in the Powermonitor
3000 products.

RSEnergyMetrix

RSEnergyMetrix is sophisticated web-enabled energy management software that puts
critical energy information at users desktop. The RSEnergyMetrix Software Suite com-
bines data communication, client-server applications, and Microsoft’s advanced .Net
web technology to provide customers with a complete energy management solution, see
Fig. 2.14.

2 https/10.80.27.1 74 /REEnergy®etri Default.aspi - Microsoft Internet Explorer o [-1

Loggad in a5
Adminisirator

G2 EM e M LTt DamairsMetor Marfiold Hoights/Main- Heatng
Meter trpe: Elechic Device class: n

[baster Diatn | [ Tranas |[ Cterviter Treraf | [wister St |

() simeLighti
(&) outaor Temp & Hurnidity
= 3 Generat £ Lighting Circuits
B e 2,000 20166000 | 37570000

B cxro 1,800 | 20164000 | 37,560,000 |
==t
B cxmia
B ez
B esrz
(==
B esrs
B cems
B cserr
B e
B exro
= 33 Hestng Circutts
D et — — = — m—
Dz Time zune | (GMT-05.00) Eastem Ture (U3 & Canada) =] _ewottats |
@ exion Stat date: End date: [Getecta meter g to display on sraoh: ] I Show geid ines
| e 0 i |

B crran Units  DomainisiMelenTag
B cxren Bar| e | Remove ||
Bai| Hide | Remove [n Demand

e -
it B i || Famove | [T mmvnes ectan i sestnaenctne Power Domand
&) crman
= Mequon
() Mequon_01
&) mequon_oz
(&) mequon_o3
(&) mequon_ot
= B Miwaukee Building
(&) Factory eanth - 30261
(&) Factory borth - 2006-2
(&) Factory ot - 3F15.4
(&) Factory bah - 3F 15.5
(&) Factory ot - 38151
(&) Factory e - 38152
(&) Factory ot - 38301
B7) Factane bevth - 3R302 |
@ T T [0 e stes:

Figure 2.14: RSEnergyMetrix example, (ROCKWELL AUTOMATION, INC.,
2009)

In the Fig. 2.15 is shown one particular case with Rockwell PEMS. There is shown
how the RSEnergyMetrix could be used in combination with PLS PM3000.
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Sample PEMS Hardware & Software Architecture

Local
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Client
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PM3000
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2% B oM

PM3000 PM3000 PM3000

Figure 2.15: Rockwell Automation System Example, (ROCKWELL AUTO-
MATION, INC., 2009)

2.2.3 PowerLogic

Schneider Electric offers a wide range applications that deal with energy data proces-
sing. These applications are part of PowerLogic software. The particular version useful
for energy management calls PowerLogic ION Enterprise Energy Management (EEM).

PowerLogic ION EEM is a unifying application that complements and extends the
benefits of existing energy-related data resources. These can include power monitoring
and control systems, metering systems, substation automation and SCADA systems,
EMS systems, building and process automation systems, utility billing systems, weather
services, spot-market energy pricing feeds, and enterprise business applications. Data is

automatically acquired, cleansed and warehoused.
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Figure 2.16: PowerLogic ION EEM platform, (SCHNEIDER ELECTRIC,
2009)

In the Fig. 2.16 is shown the whole application platform. Data presentation tier
provides web portal that delivers personalized dashboards, reports, detailed analytics, and
integration of other web-based content, see the Fig. 2.17. On the Business applications
tier are tool for advanced analytics and reporting on every driver and relationship affecting
energy cost and reliability. This level also offers tailors functionality to specific needs with
a choice of included and optional modules: reporting, trend analysis, energy modeling,
bill analysis, emissions reporting, cost allocation and power quality. Data management

tier provides seamless integration of data from a wide range of sources:

e PowerlLogic or third-party power management and metering systems: consumption
data for all consumed resources, monitoring of all energy assets including power

distribution and reliability equipment, generators, loads

e Building and process automation systems: BAS, EMS, DCS, and SCADA
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e Energy billing and pricing systems: real-time pricing feeds, manual input of energy
bills, and handheld devices

e Other energy-relevant sources: weather, occupancy, area

On this level is data warehouse based on Microsoft SQL Server, efficient data management

tools, interoperable with other enterprise systems.
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Figure 2.17: PowerLogic ION EEM, (SCHNEIDER ELECTRIC, 2009)

2.2.3.1 Web Portal

In Web Portal case manages user/group security model access by employees, custo-
mers, suppliers, or partners inside or outside a corporate firewall.

Portal also displays disparate information in a variety of formats: numeric, historical
trends, charts, tables, reports, facility views, external web pages, and more.

This form also integrates real-time content (e.g. measurements, status and alarm
indicators) from PowerLogic ION Enterprise or PowerLogic System Manager software,
or third-party web-based automation systems for monitoring and management of loads,
generators or other equipment.

Fig. 2.18 shows a Web Portal example.
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Figure 2.18: Web Portal, (SCHNEIDER ELECTRIC, 2009)

2.2.3.2 Reporting Engine

Reporting Engine enables rich billing, energy and power quality report generation
capabilities with multiple pages and composite charts, tables, logos, images, hyperlinks
or data from other systems. If is needed, there is possible to develop custom reports to
ensure the customers requirements.

There is also schedule-driven delivery via e-mail or HTML format with notification.
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Figure 2.19: Reporting Engine, (SCHNEIDER ELECTRIC, 2009)

2.3 Summary

This section summarizes all facts that have been found out in the market survey in
this chapter above.

There are companies that deal with the data processing in industrial area that don’t
have equipments to the energy data acquisition but they assume that they will use the
data stored databases. The customer ensures the energy data acquisition. This cate-
gory includes applications from Etap company - ETAP Energy Management System (see
Sec. 2.1.1), StatSoft company - STATISTICA (see Sec. 2.1.2), Prediction System Elvira
(see Sec. 2.1.3) and Aspentech company - Aspen Energy Management (see Sec. 2.1.4).
All these applications offer simple data reporting, moreover Etap’s application is able to
intervene in the process control (see Sec. 2.1.1.3). On the other hand, StatSoft and Elvira
dispose of energy consumption forecasting differing in approach to the problem modeling
(neural network vs. linear/non-linear models). Further, Aspen Energy Management pro-

vides data monitoring on management level. Finally, one might say that implementation
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only on database level is suitable for data reporting and data prediction and in special
cases also to process control.

If is needed advanced process control to ensure desired optimal process values, there
are systems that solve this problem. The world leaders in industry are also interested in
this location of industry production. Companies such as Siemens (Sec. 2.2.1), Rockwell
Automation (Sec. 2.2.2) or Schneider Electric (Sec. 2.2.3) offer similar applications in
energy management spectrum. All support SCADA standards and offer its own industrial
equipment such as controlling and measuring units. The solutions differ, for example,
in the approach how can the user access to the system in order to make some action.
Rockwell Automation and Schneider Electric allow access to Energy Management System
not only using local network (LAN) but also through Internet using Web interface (see
Fig. 2.15 and Fig. 2.16). Reporting system possibilities of each mentioned companies are
very similar, they differ, for example, in graphical processing.

None of these mentioned suppliers offer both prediction and reporting system that
is suitable to use in industry field, is accordance with requirements that was noted in
Sec. 1.3.1.



Chapter 3

PCS7 Based Energy Management
System

In the Sec. 1.3 was defined the specific requirements on Energy Management System
that is requested in industry field. The solutions that are noted in Chap. 2 offer either
prediction or reporting. These solutions do not cover the customer requirements in in-
dustry field, see Sec. 1.3.1. From this reason was extended the existing Siemens PCS7
platform that was developed by SIDAT Ltd. The existing platform is suitable to report
and predict the energy data and is able to satisfy the user requirements in industry.

In the Section 3.1 is described the general architecture of the industrial system that is
based on PCS7 platform and that was extended for purposes of the energy management
system.

This energy management system contains reporting subsystem and prediction subsys-
tem. The prediction system was realized for the purpose of this thesis and represents the
possibility of prediction the energy data. This choice is missing in the solutions mentioned
in Chap. 2.

The energy management system consists of two basic layers: process and database.
The description of process layer is in the Sec. 3.2. Here is explained, for example, the
principle how the energy data is measured. The prediction subsystem is implemented
on the database level and must meet several requirements. These requirements and the
whole prediction system are described in the Sec. 3.3. Here are described the implemented
prediction methods, the used prediction algorithm and the extension of the prediction
methods in accordance with the thesis submission.

Energy data represents the amount of energy consumption in defined points in a

factory. The each measured point is called ” Tag” and this expression will be used in text

42
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bellow.

3.1 General Architecture

The general architecture complies with the Fig. 1.3. This solution supposes that the
control system is based on PCS7 platform on the customer’s side. The PCS7 IEM library
was incorporated into the customer’s system for purposes of energy management. The
meaning of EMS servers and clients will be explain in accordance with the Fig. 1.3 bellow
in text.

The existing customer’s control system was extended with both reporting and pre-
diction. The result of an appropriate system extension is energy management system
that allows to report and to forecast values for desired tags. The general architecture of
this energy management system is shown in the Fig. 3.1.

Usually, the whole energy management system consists of two basic layers, in accor-
dance with Chapter. 1, section 1.3.

From the Fig. 3.1 one can see that the basic two layers are process layer and infor-
mation layer. It follows that there are two separate communication networks: industrial
and information. The industrial network could be extended by HMI (Human Machine
Interface) network, that serves to process monitoring and or to control system paramet-
rization.

The process layer includes PLCs on the lowest level. These PLCs serve to control
the process and also to carry over (into the higher level) the energy quantities that was
consumed - energy data. The measured energy data are transferred throw the industrial
network into an archive that is the part of the WinCC server. Since the WinCC archive
is not suitable for long-term data archiving is this problem solved by using the Historian
server. Historian server serves to data archiving for years and is supplied by Siemens.
The process level could contain several WinCC server redundant pairs, that increase
the system safety. Next, there may be engineering and operator stations that serve
to parametrization and monitoring the production system. These two stations may be

connected to next separate HMI network.
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Figure 3.1: The Energy Management System topology

Typically, there are two servers on the information layer. The first one is the His-
torian Server whose role was explained above. The second one is so-called Reporting
System (ReSy) server. Both process and energy data is stored into Historian server. The
reporting part of Reporting System was developed by SIDAT Ltd. It is to be noted that
the prediction and reporting systems are parts of whole Reporting System. All SQL
commands are executed on the Reporting System server because the Historian server is
used to data collecting. This causes the Historian Server is not so encumbered.

How does the Reporting System server look inside shows the Fig. 3.2. The Historian
server uses standard interface to communication with Reporting System server. Generally,
the Reporting System server executes specific requirements from Reporting System clients
(see Fig. 3.2). Reporting System server also contains a SQL database.

Reporting System client is an extended Add-in Excel application that enables cre-
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ation user desired options. In Excel sheet the user specifies his requirement by using an
appropriate menu and it is sent to the Reporting System server. ReSy server accepts the
request and uses either data in its own SQL database or uses stored SQL procedures to
execute appropriate commands. SQL procedures that are stored in MS SQL database
serve to data reading from Historian database where are archived not only all energy
values of consumed energy for all tags. In the ReSy database is defined the structure of
desired both Cost Centers and Tariffs, which was explained in Sec. 1.3.1 and which may

be self-management by users.
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SIT Interface
Historian Server MS SQL Database
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Report request
Data result

Information network

_

Reporting System Reporting System  Reporting System Reporting System Reporting System
Client Client Client Client Client
Excel Excel Excel Excel Excel

Figure 3.2: Information level topology of realized EMS

3.2 Process Level

This section explains the function of this energy management system on the process
level.

What the process level includes was briefly mentioned in previous section. Process
level is based on existing PCS7 platform that is deployed in industry.

Generally, the energy management system archive the energy data from appropriate
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PLCs through industrial network on process level. This action is carried out after every
defined time interval. The energy data are stored in WinCC archive server. WinCC
archive server is not used for data archiving. For this purpose serves the Historian server.
The energy data is stored in WinCC archive and after some time is transferred into the
Historian database to long-term storing.

The energy data are archived form that is shown in Tab. 3.1 and the meaning of all

values is described in Tab. 3.2.

Tag name ‘ Time stamp ‘ Value ‘ Description ‘ Quality
1S100kW | 2009-01-01 13:15:00 | 1342.654 | Active power | Good

Table 3.1: Example of one tag in archive database

Value Meaning

15100_kW Tag name_units

2009-01-01 13:15:00 | Time stamp

1342.654 The summation result from 13:00:01 to 13:15:00
Active power Tag description, the meaning

Good Quality of appropriate Tag

Table 3.2: Example of one tag in archive database - values importance

3.2.1 SIMATIC PCS7 IEM Library

The core of this energy management system on process level is usage of IEM Library
functions. This library offers tools that are suitable to measure energy values. The IEM
Library was developed by SIDAT Ltd.

In this case are used two main functional blocks.

3.2.1.1 Summing block

This block calculates the current energy consumption for the specified time interval,
in this case is the time interval 15 minutes. One summing block is created for each

accumulated value - Tag. There are also defined the equality codes on output side.
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IEM summing block can be represented by PCS7 standard graphic objects on the

operator screen if requested which can give the following information to the operator:

e last logged accumulated energy value
e currently accumulated energy value in present period

e estimated value of accumulated energy at the end of present period

3.2.1.2 Synchronization Block

Synchronization Block serves as a clock generator for all summing blocks so that it
is triggered by external synchronization signal or by internal real-time clock. In case
of external synchronization the time-stamp for synchronization pulse is rounded to the
nearest valid time according to expected period of external synchronization signal and
current real-time clock value. Default value for length of the counting interval is 15

minutes.

3.3 Prediction

This section will describe the prediction system, that was developed in order to realize
this thesis.

As it was mentioned above, the prediction and reporting systems are an extension of
existing control system (PCS7 based solution) and are implemented on information layer.

From the Fig. 3.3 one can see that the Reporting System principle is in accordance
with the Fig. 1.5. In this case the server consists of two servers on information level. As
it was mentioned, the first one is Historian Server. The second one is server that ensures
prediction and reporting services on the server side.

The prediction system was developed for MS Excel platform because of the reporting
system that was developed by SIDAT Ltd. was developed for the same platform. This
platform was selected because of it is most often used application used for data processing,
computing or graph printing.

The application user interface is realized using by MS Excel sheet. It is possible to
implement our own program by using the Visual Studio tools for Office runtime for MS
Office 2003 into MS Excel. It follows that the MS Visual Studio was selected as the

development environment.
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From the Fig. 3.3 one can see that the MS Excel application represents a client side

in the system topology. It follows that the prediction system imagines a server side that
is a part of the Reporting System.

Reporting S Server

Reporting
System Server
Interface

MS SQL Database preaerSige of

Report request

nformation network

Client Side of Client Side of Client Side of
Prediction Functions Prediction Functions Prediction Functions

P &

Reporting System  Reporting System
Client Client
Excel Excel

Reporting System
Client
Excel

Figure 3.3: Topology and principle of prediction system

Based on the customers requirements mentioned in Sec. 1.3, the prediction system
offers options that are included in next prediction methods:

e Predicted time interval
e Basic day prediction

e Basic weekday prediction

These methods use one prediction algorithm, described in the Sec. 3.3.2. The description
of these prediction methods is in the Sec. 3.3.1.
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The prediction system is extended by tag substitution values that may be used to
compute the future values. This extended prediction form is explain in more details in
the Sec. 3.3.3. Extended prediction could serve to prediction the energy consumption
when the energy data is incorrect, for example, from maintenance reason. The user is
able to define the substituting values that will be used to compute the predicted data.

There is also possible to omit the maximal and minimal values in appropriate datasets
to determine the future values, see Sec. 3.3.1.1.

The user has to define the Reference Time Interval (RTI) independent on selected
prediction method. From this time interval will be computed the prediction.

In the case when the data is missing in process database, for example, because of
communication errors between Historian and Reporting System severs there will be used
the implemented interpolation method to filling the missing values. The method finds
out the missing value and appends it with previous value for each missing tag values. If
the first value is missing in database, the method fills in the average value. It is computed
based on all values from database that correspond with desired RTI.

If occurs any unusual situation, the user is informed by warning or information dialogs.

The user defines his requirements through the appropriate interface in Excel sheet,
see Fig. 3.4. He has two choices to generate the prediction report.

The first one is to create the new clear Excel sheet. There is necessary to select
appropriate tags, see Fig. 3.5. In this form is selectable one of the three tabs. Tags are
sorted according to user-defined Cost Centers, Tariffs or according to tags that are not
assigned neither to any Cost Center nor Tariff. The last case (tags selection) is shown in
the Fig. 3.5.

EM3 Reporting EMS Reporting
Configuration (3 ,@)B Arial Configuration L. I@H Arial

|Jser management » User managerment »

Prediction » | Mews prediction report | Prediction » Mevi prediction report
H | Repart from File | H | | Repart Fram file L

Tags substitution Tags substitution

Figure 3.4: Prediction report creation methods
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[wl 15118_kWAR_S
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[ 15125_kva,_§

[ 15125 _kMaR_S Deselect all |

[ 15125_kw S

[ 15126_kva_S LI Select al |
Create repart | Close

Figure 3.5: Tag selection

The second choice is to generate report with the prepared Excel sheet where the tags
are defined. This choice is selected when the user has prepared tags to prediction in
MS Excel Sheet. The tags must be defined in cells from ”B1” right, see Fig. 3.6. After
this step is the reference time interval definition followed in accordance with the selected
prediction method.

The system is able to generate the prediction report as is shown in the Fig. 3.6. In
this example two tags was selected. The Excel sheet contains several columns where the
column ”A” is reserved for time stamps and the other columns are determined to selected

tags and their predicated values.
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A, | B | C D

1 |Time stamp 15118_kVA_S 15118 _KVAR_S
2

3 |24.4.2009 0:15:00 1345 057855 389 9542217
4 12442003 0:30:00 1342 451839 388 9754772
5 |24.4.2003 0:45:00 1335 995451 333 ,793551
B |24.4.2003 1:00:00 1346 857373 385 88132
7 124.4.2009 1:15:00 1335,141975 381 6415855
8 |24.4.2003 1:30:00 1331 B533 375 5181799
9 |24.4.2003 1:45:00 1335 416637 374 8074493
10 |24.4.2003 2:00:00 1335 416637 374 8074493
11 |24.4.2009 2:15:00 1335 416637 374 8074493
12 |24.4.2003 2:30:00 1335 416637 374 8074493
13 |24.4.2003 2:45:00 1365357619 397 4054091
14 |24.4.2003 3:00:00 1353 ,785069 393 353773
15 |24.4.2009 3:15:00 1359 389632 387 5904629
16 |24.4.2003 3:30:00 1357 381243 54 22752
17 |24.4.2003 3:45:00 1362 352057 386 5541564
18 |24.4.2003 4:00:00 1367 001923 387 7904491
19 |24.4.2009 4:15:00 1368 55136 385 2857074
20 |24.4 2009 4:30:00 1369 8102 385 5292397
21 |24.4.2009 4:45:00 1372710209 389 2971382
22 |24.4.2009 5:00:00 1373 519463 392 414011
23 |24.4.2009 5:15:00 1362 431015 386 ,1766434
24 24,4 2009 5:30:00 1365,766315 388 5256676
25 |24.4.2009 5:45:00 1380,211056 400 7895442
26 |24.4.2009 5:00:00 1353 928616 400 5745463
27 |24.4.2009 5:15:00 1374 ,723801 394 9193502
28 |24.4.2009 5:30:00 1365 907768 330 5415833
29 |24.4.2009 5:45:00 1353,199393 383 BZ70B95
30 |24.4.2009 7:00:00 1356,430916 379 5305349
31 |24.4.2009 7:15:00 1354 86425 376 26866219
32 |24.4.2009 7:30:00 1351,449313 372 6814709
33 |24.4.2009 7:45:00 1355,431951 372 0323353
34 |24.4.2009 5:00:00 1365 BBaB27 379 9046059
35 |24.4.2009 5:15:00 1354 544356 392 3725433
36 |24.4.2009 §:30:00 1392 516151 393 3465639
37 |24.4.2009 5:45:00 1355 ,440659 390 9552326
AR 244 2009 9-00-nn 1304 R97354 FRY EFI0R

Figure 3.6: Prediction report example for two tags

3.3.1 Prediction Methods

The prediction system offers three methods how to predict the energy consumption.

The selection of prediction methods is realized through the form in the Fig. 3.7. The user
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have to select one of them.

Choose the prediction method

—Choose a methad

% Baszic day prediction

" Basic weekday prediction

™ Predicted time interval

1] 4 Cancel

Figure 3.7: Prediction methods

3.3.1.1 Predicted Time Interval

The Predicted Time Interval method is method where the user may create a report by
using two main ways. The first one is prediction by days and the second one is prediction
by weekdays.

This method is available through the appropriate form, see Fig. 3.8. This form consists
of four parts. The first one calls ”Reference time interval”. The user select the time
interval that will be used to data reading from database - Reporting System database
in this part. This dataset will be used to create the predicted values. Next part calls
"Predicted time interval”. The prediction will be executed for this time interval. The
third part serves to track the selected tag by using a simple graph. The last part is
a method selection called ”Prediction method”. The user has to select the prediction
method, possibly, the method modification in this section.

The first choice of prediction method selection calls ”Prediction by days”. It takes the
whole dataset that was defined by using the RTT. With this whole dataset is executed the
prediction algorithm. Prediction algorithm produces predicted values only for one day.
In the case where the Predicted time interval is longer then one day, the predicted result
will be repeated for all days in this time interval. The prediction result will be saved into
the Excel file.

The second prediction method calls ”Prediction by weekdays”. In this case is also
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possible to select the omitting the maximal and minimal values. Prediction by weekdays
is based on similar principle as previous method. The RTI determinates the dataset.
But, in this case are selected the appropriate weekdays in accordance with the Predicted
time interval from the dataset. For example, if the Predicted time interval will be only
from Monday to Tuesday, from the dataset will be selected only values that correspond
to this appropriate weekdays - Monday and Tuesday. The prediction is executed after
this selection. In the case when the Predicted time interval is longer then one week,
the predicted result will be repeated in accordance with appropriate weekdays. If it is
selected the omitting of minimal and maximal values, it will be used a method that omit
the maximal and minimal values from the sorted dataset.

The user can track the raw data from database by using the simple graph component
in an appropriate form. It may be used, for example, to determine the Reference time
interval in order to achieve a higher prediction accuracy. The user can select the desired
tag to tracking (by using the ”Track to drawing” button) and based on the selected RTT is
shown the appropriate curve. There is possible to enlarge the graph by using appropriate
button.
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Predicated time interval form
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Dp&r:]annrvew Tag to chart ¥ Show tag in chart QK. Cancel

Figure 3.8: Predicated time interval prediction method

3.3.1.2 Basic Day Prediction

This prediction method is based on the same principle as it was mentioned in the
Sec. 3.3.1.1. In the Figure 3.9 is shown the appropriate form. In this case the user has
to determine only the Reference time interval.

The dataset is given by the selected RTI. The dataset is used for the prediction
algorithm and no other operations are executed with it.

As it was mentioned in previous section, there is also possible to track the selected

tag. The manipulation is the same as before.
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Select time interyal form

—Reference ime interval
From

El dubenzo09 3

po Ut st &t pa so ne
3031z 3 4 5
6 7 8 9 101112
131415 16 17 18 19
20 21 22[23]24 25 26
22 262930 1 2 3
4 5 6 7 8 910

[ |Dnes: 23.4.2009

To

El dubenz008 [N

po ut st &t pa s0 ne
o3t 1 2 3 45
6 7 8 9 101112
13 141516 17 18 19
20 21 22 p&) 24 25 26
27282930 1 2 3
4 5 6 7 8 9 10

[ |Dnes: 23.4.2009

12118_WUAR_8

¥ Show tag in chart

Open in new

farm Tag to drawing

Canicel k.

Figure 3.9: Basic day prediction method

3.3.1.3 Basic Weekday Prediction

25

This prediction method was also mentioned in Sec. 3.3.1.1 and is based on the same

principle. The appropriated form looks as is shown in the Fig. 3.10. In this case the form

contains both Reference time interval selection and weekday selection.

In comparison with the Basic day prediction method in this case the user has to select

not only RTT but also weekday. This method will select all weekdays from the selected

dataset and based on this selection is made the prediction on basic weekday:.
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As it was mentioned in previous section, there is also possible to track the selected

tag. The manipulation is the same as in previous section.

Determine reference time interval and weekday form

—Selecttime intersal Selectweekday
From To
po 4t st &t pa so ne po Gt st &t pa so ne ¢ Thuesday
3031“2 3 4 5 30311 2 3 4 5 " Wednesday
6 7 8 9 101112 6 7 8 9 101112 & Thursd
13 1415 16 17 18 19 13 1415 16 17 18 19 ay
20 21 22 @24 2L 26 20 21 22 EI.‘H 25 26 " Friday
27282930 1 2 3 27282930 1 2 3 ¢ Saturday
4 5 6 7 8 910 4 5 6 7 8 910
[ |Dnes: 23.4.2009 [ |Dnes: 23.4.2009 " Sunday

15118 _kVAR_S

Waluen

23:.00 0s:.00 11:00
Date

W Show tag in chart

Tag ta drawing Cancel ak

Opetin new farm

Figure 3.10: Basic weekday prediction method

3.3.2 Prediction Algorithm

There is implemented one prediction algorithm used to forecasting the energy con-
sumption for all prediction methods.

The algorithm uses the dataset from all prediction methods as an input parameter.
From this reason it does not matter on the selected prediction method.

The prediction algorithm collects all data records that have the same count of hours

and minutes in the input dataset (it does not matter on the day). The collection contains
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96 entries (96 times 15 minutes is one whole day). The algorithm computes average values
for each collected entry. The result is 96 values that differ in the time stamps.

This prediction algorithm was selected because in this case are well known all pa-
rameters that could affect the energy consumption. There are not known any random
components that could influence the manufacturing process and his energy consumption

except failures.

3.3.3 Extension Prediction

The prediction system enables the tag values substitution and serves as an extension
of this prediction system. This functionality could be used, for example, when some
manufacturing part is broken. The production was stopped in this part and has no energy
consumption. But, the user is able to define the substitution values for appropriate tags
from broken manufacturing part. The substitution values are dependent on the user
experience.

To define the substitution values servers the choice in Excel menu, see Fig. 3.11.

EMS Reporting

Configuration k. ,@H Arial

User management »

Prediction » Mew prediction report

B H | Repart Fram File

| Tags substitukion

Figure 3.11: Substitution values menu

To overview of the all defined tag substitution values serves the form that is shown
in the Fig. 3.12. From this figure one can see that the form enables tag selection. When
the tag is selected the substitution values are in the table. If the table is empty, no

substitution values were defined. An example of values substitution shows the Fig. 3.13.
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Parametrization of Tags Substitution

Chonze a Tag

TAG_MAME 15118 KvaR_ S | TAG_DATE_TO

Add Femowe (1] 4

Figure 3.12: Tags Substitution Form

Parametrization of Tags Substitution

Choose a Tag |1 5118 ka5 |
TAG_MAME | TaG_vaL | TAG_DATE_FROM| TAG_DATE_TO
15118 kva_5 1200 1/1/200912:00 ... |1431/2003 12:00...

1511 5 24 19 1:00 P4

Add Remowve (]

Figure 3.13: Tag substitution values example

o8

The user can manage the tag substitution values for each tags by using the appropriate

form. There is possible to add or to remove the defined substitution values. In the case

when the user wants to add the substitution value it is necessary to define:
e The substitution values

e The begin of the value validity
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e The end of the value validity

Example of tag substitution values is shown in the Fig. 3.14

Tag 18118_kVA_S

Value | 100

From [ 112008 = [12zo000 @ =

To 3112009 =] [1200:00 —
Ok | Cancel |

Figure 3.14: Adding a substitution value of a tag

If the tag substitution is defined for any time interval and the user wants to generate
prediction report (the Reference time interval matches with the tag substitution time),
the substitution value will be used despite of the existing process values to compute the

prediction values.

3.3.4 Prediction Result

This section shows the result of prediction. In this case the data was used from
20.3.2009 to 27.3.2009 from a tag that represents a consumed energy (total power) in a
technological process.

Figure 3.15 shows the values that was available during creating this thesis. The whole
project is still in testing mode. The energy data sometimes are not consistent (data is
missing because of communication errors between WinCC Archive server and Historian
database) for long time, except data from 20.3 to 27.3. In this figure one can see that
the energy consumption in this case (for the appropriate tag) is repeating with one day

period.
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ReSyClientTagToChartZoomForm

15118_kW_S

340 1

320 |
300

280 1

Values

260 |

240 1

220 1

200
19-Mar 00:00 21-Mar 00:00 23-Mar 00:00 25-Mar 00:00 27-Mar 00:00 29-Mar 00:00

Date

Close |

Figure 3.15: Source data used to prediction example

The result of prediction is shown in the Fig. 3.16. The prediction was determined
based on the data that was mentioned above. As prediction method in this case was
selected Predicted Time Interval, see Sec. 3.3.1.1. The length of predicted time interval
was selected on one day as it shows the appropriate figure. The prediction style was
selected as Prediction By Days. The resulting Excel sheet contains 96 time stamps
(per 15 minutes) for one day. The resulting graph shows that the energy consumption is
varying during the day. It is expected that the consumption will decrease from the higher
value from 0:00 probably to 5:15. On this value the consumption will be probably by
14:15. Then it will rapidly increase back to the higher value as it was at the beginning.



CHAPTER 3. PCS7 BASED ENERGY MANAGEMENT SYSTEM

1S118_KW_S
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Figure 3.16: Result data prediction example



Chapter 4
Conclusion

In the Chapter 1 this thesis describes the energy management advantages and his
requirements. This chapter includes both the general requirements and the requirements
for industry applications. In the Section 1.3.1 the requirements are described for the
Energy Management System for industrial applications. The topologies that are suitable
to the EMS are explained in the same section. This overview served during looking
for EM applications on the market. It serves also for the specification of implemented
systems functionalities.

Chapter 2 consists of two basic categories in accordance with the term definitions
in the Chapter 1. The first category is named Database Implementations, see Sec. 2.1.
Here are listed the solutions that are implemented only on database level. It means that
they use the stored energy data from customers databases. In one case the EMS is able
to control the manufacturing process based on the both energy and process data, see
Sec. 2.1.1. Other applications are suitable only for reporting or forecasting the energy
consumption. The second category calls Full-Scaled Implementation (see Sec. 2.2) and
includes EM systems that are implemented on both process and database levels. These so-
lutions are provided by world automation leaders such as Siemens, Rockwell Automation
or Schneider and they offer similar solutions in Energy Management. These solutions
differ, for example, in the approach how can the user access to the system in order to
make some action. Rockwell Automation and Schneider Electric allow access to their
EMS also through Internet by using a web interface.

Chapter 3 is divided into three main parts. The first one describes the general system
that is based on PCS7 Siemens platform, see Sec. 3.1. One of many requirements to
this thesis was to use the PCS7 platform. The second one contains description of the

process level that is used to purposes of the EM and is also based on PCS7 platform, see

62
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Sec. 3.2. Here is mentioned the principle of the process level and the principle of the data
acquisition by using the PCS7 IEM Library. The prediction system is described in the
last third part, see Sec. 3.3. The solutions/applications described in Chap. 2 do not offer
both reporting and prediction. But these two main requirements are required in industry,
see Sec 1.3.1. That is the main contribution of this thesis: to extend a reporting system
to satisfy customers requirements. This system extends the Reporting System that was
developed by SIDAT Ltd. and whose user interface is MS Excel. From this reason the
user interface for prediction system is MS Excel too. This prediction system offers options
in accordance with the requirements listed in Sec. 1.3.1. Prediction system offers both the
basic and the advanced predictions. The basic prediction computes the forecasting energy
values from the energy data stored in appropriate database. The advanced prediction
computes the prediction values based on the special parameterization. Both predictions
results depend on the users experiences. The user must select the time interval in past
that will be used to determine the future values. Prediction system takes stored values
from database and computes the forecasting values.

The result of this thesis is prediction system that is embedded into the reporting
system and the resulting system satisfy the requirements in industry that was defined
in Sec. 1.3.1. The reporting system was developed by SIDAT Ltd. and uses MS Excel
user interface. The prediction system satisfies the requirements of basic and advanced
prediction. All measured energy points (tags) it is possible to sort according to cost
centers or tariffs which the user has to define. This solution assumes that the process
level will be based on the PCS7 Siemens platform and will used the PCS7 IEM library.
It was the basic requirement of this thesis.

The whole system that consists of both prediction and reporting systems is tested in
a commercial project as an Intelligent Energy Management System. Now, it is in testing

phase and results of testing will be known in several months.
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Appendix A

Abbreviations

Symbol Meaning

EM Energy Management

EMS Energy Management System

PEMS Power & Energy Management Solutions
IEM Intelligent EM

OLE Object Linking and Embedding

OPC OLE for Process Control

DA Data Access

HDA Historical Data Access

ReSy Reporting System

RTI Reference Time Interval

LAN Local Area Network

SCADA Supervisory Control And Data Acquisition
HMI Human Machine Interface

IT



Appendix B

User’s Manual

To create a prediction report it is necessary to have a ReSySimplePrediction.dll library
that enables to create a prediction report. The prediction reports are forecasting values of
desired tags. Two prediction methods are implemented. These methods are described in
more details below. The user must select a time interval from that data will be computed.
Then, the user can select the prediction style. The prediction menu is available by clicking
on "EMS Reporting” — ”Prediction” (see Fig. B.1).

The user has two choices to create prediction report. The first is ”New prediction
report” and the second one is ” Report from file”.

The tag substitution is also implemented. Tag values substitution is available by
clicking on ”Tags substitution”, see Fig. B.1. In this case the user is able to define

substituting values for each tag separately.

EMS Reporting

Zonfiguration Y- @ B Arial

User management  »

Prediction » | Mew prediction report

H I Report Fram File

Tags substitution

Figure B.1: The prediction method menu

I1I
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B.1 New Prediction Report

New prediction report will be created into a new Excel file in an Excel sheet na-
med "RAW DATA”. This choice is available by clicking on ”EMS Reporting —
Prediction” — ”New prediction report”.

The next step is to define the prediction method (see Fig. B.2) through which the

prediction report will be created.

Choose the prediction method

— Chooze a method

¥ BEasic day prediction

™ Basic weekday prediction

~ Predicted time interval

k. Cancel

Figure B.2: Prediction method selection

B.1.1 Basic Day Prediction

In this case it is necessary to define for which tags the prediction will be computed.
The same form here will be displayed as in Reporting System case and is not subject of
this thesis. After all tags were selected, the user must click on button ” Create report”

in tag selection form.
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Select time interyal form

—Reference ime interval

From

El biezenzoog 3

po it st &t pa so ne

23 24 25 26 27 28 [l

2 3 4 5 6 7 8
9 1011 12 13 14 15
16 17 18 19 20 21 22
23 24 256 26 27 28 29
o3 1 2 3 4 65

[ |Dnes: 17.4.2009

To

EB biezen 2005 3

po ut st &t pa s0 ne
23 24 25 26 27 28 1
2 3 45 6 7 8
9 10 11 12 13 14 15
16 17 18 19 20 21 22
23 24 25 26 27 28 29
301 2 3 4 5
[ |Dnes: 17.4.2009

18118_HhA_§

180
1800
1400
130 ]
2 oo |
£ o
00 3
400 ]
o ]
o t
Z=-Feb Hler Sl 214 I Z=Apr
¥ Show tag in chart
Open in new Tag to drawing Cancel ]

farmm

Figure B.3: Basic day prediction form

Figure B.3 shows the basic day prediction form. Here is possible to define the time
range in the past that is used to computing the future values. The user selects (click on)
both start date and end date in the past. This operation determines so-called reference
time interval.

The predicated values are computed as an average values from stored data in data-
base which is given by the reference time interval. If the data is missing (because of
communication errors PLC - Historian server) in database, it is interpolated by using

the previous values. Moreover, if the so-called tag substitution (see Sec. B.3) is defined
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for this reference time interval (the substitution value validity matches with the selected
reference time interval), the final average values will be determined based on combination
of the valid value substitution and the stored data in database.

Using this form it is possible to track the selected tag. The user can select one tracking

tag by clicking on ”Tag to drawing” button, see Fig. B.4.

ReSyClientSPChooseTagTatha

Choose a tag :

0] Cancel |

Figure B.4: Selection the tag to tracking in day prediction

To show the appropriate curve it is necessary to define the tag and check the check-
box ”Show tag in chart”. The check-box servers to speed-up the choosing reference
time interval. It is recommended to uncheck this check-box, if the tag was selected, and
determine the reference time interval. Then the check-box may be checked and the chart
will be repainted. Each reference time interval change causes new data generation to
display.

It is possible to enlarge the small displayed chart into separate form through clicking
on the ”Open in new form” button, see Fig. B.5. The ”Close” button serves to close

this form.
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1800 S . : . :

1600 +
1400 £
1200 +

1000 +

Values

800 +
goo 1
400 |

200 +

o ' f :
25-Fab 3-Mar 9-Mar 15-Mar 21-Mar 27-Mar 2-Apr
Date

Clos=

Figure B.5: Enlarged tracking chart in day prediction

To complete the creation of the basic day prediction report the user has to click on
”OK?” button.

The Excel sheet will be filled in with the predicated values. These time stamps are
beginning the first day in January 1900.

Note: If the user defines the reference time interval as one day only (the reference time
interval length will be one day), the resulting values are the same values as are stored in
database for the appropriate day. This result depends on tag value substitutions. If the
tag values substitution is defined for the desired day and appropriate tag, it will be used
these values in final report. Next, if some data is missing in database for selected day, it

will be used their interpolation values.

B.1.2 Basic Weekday Prediction

In this case it is necessary to define for which tags the prediction will be computed.
The same form here will be displayed as in Reporting System case and is not subject of
this thesis. After all tags were selected, the user must click on button ” Create report”

in the tag selection form.
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Determine reference time interyal and weekday form

VIII

—Select time interval rSelectweekday
From To
po ut st € pa so ne po it st & pa so ne " Thuesday
23 24 25 26 27 23 23 24 25 26 27 28 1 " Wednesday
2 3 456 7 8 2 3 456 7 8 £ Thursd
9 101112131415 9 1011 1213 14 e
16 17 18 19 20 21 22 16 17 18 19 20 21 22 " Friday
23 24 25 26 27 28 29 23 24 25 26 27 28 29 ! Satunday
3311 2 3 45 3311 2 3 45
[ ]Dnes: 17.4.2009 [ |Dnes: 17.4.2009 ' Sunday

15418_KVAR_S

Waluan
ol
=]
o

'
27-Feb 2-Mar S-Mar g-Mar 11-Mar 1d-Mar 1T-Mar
Date

¥ Show tag in chart

Operin new form Tag to drawing Cancel Qk

Figure B.6: Basic weekday prediction form

Figure B.6 shows the basic weekday prediction form. In this case it is necessary to
define both reference time interval and the weekday for which the prediction will be
computed. The user selects (click on) both start date and end date in the past. This
operation determines so-called reference time interval.

The predicated values are computed as an average values from stored data in database
which is given by the reference time interval but in this case are chosen only all appropriate
weekdays. If the data is missing in database (in the past), it is interpolated by using the
previous values. Moreover, if the so-called tag substitution (see Sec. B.3) is defined
for this reference time interval (the substitution value validity matches with the selected
reference time interval), the final average values will be determined based on combination
of the valid value substitution and the stored data in database.

Using this form it is possible to track the selected tag. The user can select one tracking

tag by clicking on ”Tag to drawing” button, see Fig. B.7.
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ReSyClientSPChooseTagToCha

Choosze a tag:
15118 kvid, 5 j

akK Cancel |

Figure B.7: Selection the tag to tracking in weekday prediction

To show the appropriate curve it is necessary to define the tag and check the check-
box ”Show tag in chart”. The check-box servers to speed-up the choosing reference
time interval. It is recommended to uncheck this check-box, if the tag was selected, and
determine the reference time interval. Then the check-box may be checked and the chart
will be repainted. Each reference time interval change causes new data generation to
display.

It is possible to enlarge the small displayed chart into separate form through clicking
on the ”Open in new form” button, see Fig. B.8. To close this form serves ” Close”
button.

1800 S . .

1600 +
1400 £
1200 +

1000 +

Values

800 +
600 +
400 +

200 +

25-Fab 3-Mar 9-Mar 15-Mar 21-Mar 27-Mar 2-Apr
Date

Clase

Figure B.8: Enlarged tracking chart in weekday prediction

To complete the creation of the basic weekday prediction report the user has to click
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on ”OK?” button.
The Excel sheet will be filled in with the predicated values. The time stamps start
according to the selected weekday that is related to the first week in January 1900.

B.1.3 Predicted Time Interval

In this case it is necessary to define for which tags the prediction will be computed.
The same form here will be displayed as in Reporting System case and is not subject of
this thesis. After all tags were selected, the user must click on button ” Create report” in
tag selection form.

This form combines the previous two prediction methods.

Predcted time interval form

— Predicted time interval

— Reference time intenval

From

El ledenzo0s 3

po ut st & pa so ne

To

El duben2009 [N

po at st & pa so ne

From

po Gt st & pa so ne

To

EN duben2009 JCN QN EN dubenz009 [N

po Gt st & pa so ne

o303 2 3 4 30311 2 3 45 30311 2 3 4 5 3031 1 2 3 4 5
5 6 7 8 9101 6 7 8 910 1A 5?391011@5?391011%
1213141516 17 18 1314 15 16 17 18 19 [El141516 171819 131415 16 17 18

19 20 21 22 23 24 25 20 21 22 23 24 25 26 20 21 22 23 24 25 26 20 21 22 23 24 25 26
262726293031 1 272862930 1 2 3 27282930 1 2 3 272829301 2 3
? 345 6 7 8| 45 6 7 8 910 4 5 6 7 8 910 4 5 6 7 & 9 10

[ |Dnes: 12.4.2009

~Prediction method

" Prediction by days 245

" Prediction by weekdays

I~ Omit Min Max values Care

Figure B.9: Predicted time interval form

In the Figure B.9 one can see that this form consists of four parts. The upper half
servers for determine the time intervals. As in previous cases there it is necessary to
determine the reference time interval. This interval is used to data selection from database
(in the past). The predicated time interval is the time interval for which the prediction
will be computed. Its length could be from one day to several days.

Next parameter that has to be defined is the prediction method. There is possible
to select two methods. The principles of the ”Prediction by days” and ”Prediction

by weekdays” methods are the same as in previous two appropriate cases. Moreover
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in the ”Prediction by weekdays” case is possible to select the option choice ” Omit
Min Max values” using checking the appropriate check-box.

In the ”Prediction by days” case, if the user selects the predicated time interval
that is longer than one day, the result in the Excel sheet will be the repetition of the
whole first day. The average values will be the same for each day.

In the ”Prediction by weekdays” case, if the user selects the predicted time interval
that is longer then one day and is not longer then one whole week, the result will be
average values on the appropriate weekdays which are determined by the predicated time
interval. For example in accordance with the Fig. B.9, the result will be seven predicted
days (form Monday to Sunday) that are determined as average values from the data (it
was selected the appropriate weekdays only) that is given by reference time interval. If
the predicted time interval will be longer then one week, the appropriate weekdays (which
are repeated) will be repeated in the result Excel sheet. For example, if the predicted
time interval will be 8 days (Monday to Monday), the resulting values will be repeated
only for Monday.

Next, in the ”Prediction by weekdays” case is possible to omit peaks (max and
min) using checking the check-box ”Omit Min Max values”. The appropriate algori-
thm will find the highest and the lowest value and then these two values will be omitted
during determining the resulting prediction.

Using this form it is possible to track the selected tag. The user can select one tracking

tag by clicking on ”Tag to chart” button, see Fig. B.10.

ReSyClientSPChooseTagTalha

Choose a tag :

0] Cancel |

Figure B.10: Selection the tag to tracking in predicted time interval

To show the appropriate curve it is necessary to define the tag and check the check-
box ”Show tag in chart”. The check-box servers to speed-up the choosing reference
time interval. It is recommended to uncheck this check-box, if the tag was selected, and

determine the reference time interval. Then the check-box may be checked and the chart
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will be repainted. Each reference time interval change causes new data generation to
display.

It is possible to enlarge the small displayed chart into separate form through clicking
on the ”Open in new form” button, see Fig. B.11. To close this form serves ” Close”
button.
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Figure B.11: Enlarged tracking chart in predicted time interval

To complete the creation of the prediction report the user has to click on ”OK”
button.
The Excel sheet will be filled in with appropriate time stamps and values. The time

stamps are in accordance with the predicated time interval.

B.2 Report From File

This choice is selected in the case if the user has prepared Excel file that contains
sheet named "RAW DATA” and the Excel cells contain the tag names from Bl to left
horizontally.

This option differs with the ”New prediction report” in the tag selection. In this

case are tags defines in prepared Excel file.
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The application behavior is the same as in the "New prediction report” case, see
Sec. B.1.

B.3 Tags Substitution

If is needed to substitute the values for tags, there is appropriate form than can be
obtain by clicking ”EMS Reporting” — ”Prediction” — ”Tags substitution”.
When the user clicks on the choice Tags substitution it will be open the appropriate

form, see Fig. B.12.

Parametrization of Tags Substitution

Chooze a Tag

k| TAG_DATE_TO

TAG_MAME 15118 _kWAR_ S

15118 kw5

15118 _Pimp_5S

15118_Qcap_5

15118 _Qind_5

15118_Gtot_S

15118 5 5 v

Add Fremowve ]

Figure B.12: Tag substitution form

If is defined the tag substitution for any time interval and the user wants to generate
predicting report (the reference time interval matches with the tag substitution time),
the substituting value will be used despite of existing process values to compute the

prediction values.
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B.3.1 Editing Substituting Values

To add or remove the substituting values, the user must select the desired tag in
appropriate list. After this choice will be shown all values that are parameterized for the

appropriate tag, see Fig. B.13.

Parametrization of Tags Substitution

Choose a Tag |1 5118 kWA S |
TAG_MAME | TAG_ WAL | TAG_DATE_FROM| TAG_DATE_TO
15118_kWa,_5 1200 1/1/200912:00 ... | 1/31/2009 12:00...

1350 2412009 1:00 PM 97:00 ...

Add Remove K.

Figure B.13: Tag substitution editing

To add any value the user must click on ” Add” button, then will be opened the form
to add a desired value, see Fig. B.14. It is possible to define the validity range of the

values with time resolution per minutes.



APPENDIX B. USER’S MANUAL

XV
Tag 15118_kKVA S
W alue 100
From 1.1.2009 ;I 12:00:00 j
To 1.1 .2009 ;I 12:00:00 j
1] | Cancel

Figure B.14: Adding tags value substitution

To delete the substituting value, the user must click on appropriate row and then click
on "Remove” button.

All actions inform the user with the action results, see Fig. B.15.

oformation W[ information Y

\:!') The row was inserted. \;!') The row was deleted.,

Figure B.15: Action results
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