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Abstract

This habilitation thesis is focused on advanced algorithms for control and systems design problems and their application in various industries. Namely, two new polynomial factorization solvers are presented first, with direct impact towards audio compensation devices design. In addition, results related to biomedical research and the aerospace area are presented.

Anotace

Předkládaná habilitace pojednává o pokročilých algoritmech z oblasti teorie systémů a návrhu řízení a jejich aplikacích. Dva nové algoritmy pro polynomiální faktorizace s aplikacemi v audio oblasti, jsou prezentovány v prvním přiloženém článku. Další články se pak týkají aplikací metod řízení a systémů v oblastech biomedicíny a leteckého a kosmického výzkumu.
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Paper D, co-authored by Jana Nováková and Robert Jech from the First Faculty of Medicine, Charles University in Prague, is a result of our cooperation with the General Teaching Hospital, Department of Neurology, Prague. Based on our experience gained during our fMRI data-processing job related to a clinical study performed at the hospital, we propose an alternative procedure for determination of substantial functional connections among selected brain areas. Our method, compared to currently dominating DCM approach (Dynamic Causal Modelling), does not require a-priori hypotheses related to existence of important connections. Instead, the structure is actually given as an output.

Finally, the paper E co-authored by Tomáš Haniš is devoted to control algorithms developed at the Department of Control Engineering, FEE CTU, in the years 2008-2011 within the European R&D FP7 project Active Control for Flexible Aircraft ACFA 2020 that I had the privilege to lead on behalf of CTU as a project consortium member. High capacity airliner blended-wing-body near-future concept was elaborated by our consortium partners and resulting delivered high-fidelity models, comprising both the rigid-body flight dynamics part and highly flexible nature of the construction, were used to devise advanced, yet low-complexity, robust and optimal MIMO (multiple-input multiple-output) control laws.

(IF 1.495)
Numerical algorithms for polynomial plus/minus factorization
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SUMMARY

Two new algorithms are presented in the paper for the plus/minus factorization of a scalar discrete-time polynomial. The first method is based on the discrete Fourier transform theory (DFT) and its relationship to the Z-transform. Involving DFT computational techniques and the famous fast Fourier transform routine brings high computational efficiency and reliability. The method is applied in the case study of $H_2$-optimal inverse dynamic filter to an audio equipment. The second numerical procedure originates in a symmetric spectral factorization routine, namely the Bauer’s method of the 1950s. As a by-product, a recursive $LU$ factorization procedure for Toeplitz matrices is devised that is of more general impact and can be of use in other areas of applied mathematics as well. Performance of the method is demonstrated by an $l_1$ optimal controller design example. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

This paper describes a new method for the plus–minus factorization of a discrete-time polynomial. Given a polynomial in the $z$ variable,

$$p(z) = p_0 + p_1z + p_2z^2 + \cdots + p_nz^n$$

without any roots on the unit circle, its plus/minus factorization is defined as

$$p(z) = p^+(z)p^-(z)$$
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where \( p^+(z) \) has all roots inside and \( p^-(z) \) outside the unit disc. Clearly, the scalar plus/minus factorization is unique up to a scaling factor.

Polynomial plus/minus factorization has many applications in control and signal processing problems. For instance, efficient algebraic design methods for time-optimal controllers [1], quadratically optimal filters for mobile phones [2, 3], and \( l_1 \) optimal regulators [4], to name just a few, all recall the \( +/- \) factorization as a crucial computational step.

### 2. EXISTING METHODS

In any case, the plus/minus factors for \( n \geq 5 \) cannot be achieved by a finite number of algebraic operations. This conclusion is due to the Galois's theorem stating that the roots of a polynomial of degree greater or equal to five cannot be expressed in a closed form. Therefore, all numerical algorithms for plus/minus factorization are iterative in nature and give just an approximation to the genuine factors. Some existing approaches to this problem are mentioned in this section.

The most natural way is based on the computation of polynomial roots. Having determined the roots \( r_1, r_2, \ldots, r_n \) of \( p(z) \) via any standard procedure for polynomial roots [5] and considering that \( p(z) \neq 0 \) for all \( |z| = 1 \) by assumption, one can divide the roots into two groups:

- \( R^+ = \{ r_i : m^*(r_i) = 0, |r_i| < 1 \} \)
- \( R^- = \{ r_i : m^*(r_i) = 0, |r_i| > 1 \} \)

Clearly, \( R^+ \) and \( R^- \) are the sets of roots of \( p^+(z) \) and \( p^-(z) \), respectively.

Performance of this procedure heavily hinges on the accuracy of the computed polynomial roots. If these roots are distinct and separated enough, standard numerical routines [5] can determine them with good precision. However, it is well known that the relative accuracy of a computed root decreases as its multiplicity grows [5], and so does the accuracy of the spectral factor thus obtained.

In addition, if the degree of the involved polynomial is high, say over 50, the very computation of the spectral factor coefficients is problematic due to rounding errors. It means that even if the desired roots of the spectral factor are evaluated with good accuracy, its particular coefficients, which are typically required in applications, are not accurate.

An alternative algorithm relies on polynomial spectral factorization and greatest polynomial divisor computation. If \( q(z) \) is the spectral factor of the symmetric product \( p(z)p(z^{-1}) \) then the greatest common divisor of \( p(z) \) and \( q(z) \) is obviously the plus factor of \( p(z) \). The minus factor can be derived similarly from \( p(z^{-1}) \) and \( q(z^{-1}) \). As opposed to the previous approach based on direct roots computation which typically makes problems for higher degrees and/or roots multiplicities, this procedure relies on numerically reliable algorithms for polynomial spectral factorization [6, 7]. Unfortunately, the polynomial greatest common divisor computation is much more sensitive. As a result, both these techniques do not work properly for high degrees (say over 50).

In this report, we will introduce a completely new approach to the problem, inspired by our work on efficient algorithms for polynomial spectral factorization, see [7]. It is based on the discrete Fourier transform theory (DFT) theory and provides both a fruitful view on the relationship between DFT and the Z-transform theory, and a powerful computational tool in the form of the fast Fourier transform (FFT) algorithm.
3. DISCRETE FOURIER TRANSFORM

If $\mathbf{p} = [p_0, p_1, \ldots, p_N]$ is a vector of complex numbers, then its direct DFT is given by the vector $\mathbf{y} = [y_0, y_1, \ldots, y_N]$, where

$$y_k = \sum_{i=0}^{N} p_i e^{-j(2\pi k/N+1)i}$$

(2)

The vector $\mathbf{y}$ is called the image of vector $\mathbf{p}$. Conversely, if $\mathbf{y} = [y_0, y_1, \ldots, y_N]$ is given, then its inverse DFT recovers the original vector $\mathbf{p} = [p_0, p_1, \ldots, p_N]$, where

$$p_i = \frac{1}{N+1} \sum_{k=0}^{N} y_k e^{j(2\pi i/N+1)k}$$

(3)

DFT is of great interest in various engineering fields. For its relationship to Fourier series of sampled signals, DFT is frequently used in signal processing. One of the experimental identification methods employs DFT as well [8]. The close relationship of DFT to interpolation is also well known and was used recently to solve some tasks of the polynomial control theory [9] and to treat robustness analysis problems of certain kind [10].

For numerical computation of DFT, the efficient recursive FFT algorithm was developed by Cooley and Tukey in 1965 [11]. If the length of the input is a power of two, a faster version of FFT (sometimes called radix-2 FFT) can be employed [11]. In general, the FFT routine features a highly beneficial computational complexity and involves $O(N \log(N))$ multiplications and additions for a vector of length $N$.

Thanks to the importance of DFT mentioned above, the FFT algorithms are naturally available as built-in functions of many computing packages (MATLAB™, Mathematica™, etc.). This is another good reason for employing the procedure proposed in this paper.

4. PLUS/MINUS FACTORIZATION AND DFT

4.1. Theory

Given a polynomial

$$p(z) = p_0 + p_1 z + \cdots + p_d z^d$$

non-zero for $|z| = 1$, we first apply a direct degree shift to arrive at a two-sided polynomial

$$\tilde{p}(z) = p_0 z^{-\delta} + \cdots + p_d z^{d-\delta}$$

where $\delta$ is the number of roots of $p(z)$ lying inside the unit circle. Now, instead of solving Equation (1), we look for $\tilde{p}^+(z) = \tilde{p}_0^+ + \tilde{p}_1^+ z^{-1} + \cdots + \tilde{p}_\delta^+ z^{-\delta}$ and $\tilde{p}^-(z) = \tilde{p}_0^- + \tilde{p}_1^- z + \cdots + \tilde{p}_{d-\delta}^- z^{d-\delta}$ such that

$$\tilde{p}(z) = \tilde{p}^+(z) \tilde{p}^-(z)$$

(4)

Relationship between the pairs $\tilde{p}^+, \tilde{p}^-$ and $p^+, p^-$ are obvious.

In order to solve Equation (4), logarithm is applied. As $\tilde{p}(z)$, $\tilde{p}^+(z)$ and $\tilde{p}^-(z)$ are all analytic and non-zero in $1 - \varepsilon < |z| < 1 + \varepsilon$ the logarithms exist. Let us denote them as $\ln \tilde{p}(z) = n(z), \ln \tilde{p}^+(z) = x^+(z), \ln \tilde{p}^-(z) = x^-(z)$. Here $n(z)$, obtained from the given $\tilde{p}(z)$, is a Laurent
infinite power series
\[ n(z) = \cdots + n_1 z + n_0 + n_{-1} z^{-1} + \cdots \]
It can be directly decomposed,
\[ n(z) = x^+(z) + x^-(z) \]
with power series
\[ x^+(z) = x_0^+ + x_1^+ z^{-1} + \cdots = \frac{n_0}{2} + n_{-1} z^{-1} + \cdots, \quad x^-(z) = x_0^- + x_1^- z + \cdots = \frac{n_0}{2} + n_1 z + \cdots \]
analytic for \( 1 - \varepsilon < |z| \) and \( 1 + \varepsilon > |z| \), respectively.

At this time, the necessity of the degree shift yielding the two-sided polynomial \( \tilde{p} \) can be explained. According to the Cauchy’s theorem of argument \[12\], the curve \( p(z) \) for \( |z| = 1 \) encircles the origin in the complex plane as many times as is the number of roots of \( p(z) \) lying in the complex unit disc. Hence, the logarithms cannot be applied directly as its imaginary part, reading the phase of \( p(z) \) is analytic for \( 1 - \varepsilon < |z| \) and \( 1 + \varepsilon > |z| \). An easy solution to avoid this situation is to move the desired number of roots of \( p(z) \) from infinity to zero by performing proper degree shift.

Once \( x^+(z) \) and \( x^-(z) \) are computed, the plus/minus factors \( \tilde{p}^+, \tilde{p}^- \) are recovered as
\[ \tilde{p}^+ = e^{x^+(z)} = \tilde{p}_0^+ + \tilde{p}_1^+ z^{-1} + \cdots, \quad \tilde{p}^- = e^{x^-(z)} = \tilde{p}_0^- + \tilde{p}_1^- z + \cdots \]

Since \( x^+(z) \) is analytic in \( 1 - \varepsilon < |z| \), so is \( \tilde{p}^+(z) \) and hence it can be expanded according to (3). Moreover, as a result of exponential function, \( \tilde{p}^+(z) \) is non-zero in \( 1 - \varepsilon < |z| \). In other words, it has all its zeros inside the unit disc and is therefore Schur stable. Note also that \( \tilde{p}^+(z) \) has to be a (finite) polynomial of degree \( d \) (due to the uniqueness of the solution to the problem which is known to be a polynomial) though \( n(z) \) is an infinite power series. Similar reasoning proves the \( \tilde{p}^- \) factor desired properties.

4.2. Numerical algorithm
Numerical implementation follows the ideas considered above. A polynomial \( p(z) \) is represented by its coefficients \( p_i, \ i = 0 \ldots r \) or, equivalently, by function values \( P_k \) in the Fourier interpolating points \( g^k, \ k = -R \ldots 0 \ldots R \), where \( R > d, \ g = \exp(i(2\pi/(2R+1)) \). Accordingly, a power series can be approximated by a finite set of its coefficients or by its values in a finite number of interpolation points on the unit circle. Some operations of the procedure, namely the decomposition of \( n(z) \) into \( x^+(z) \) and \( x^-(z) \), are performed in the time domain (operations on coefficients), while the others (evaluation of logarithmic and exponential functions) are executed in the frequency domain (operations with values over \( |z| = 1 \)). Mutual conversion between the two domains is mediated by the shifted discrete Fourier transform operator defined as
\[ X_k = \sum_{i=-R}^{R} x_i g^{-ki}, \quad x_i = \frac{1}{2R + 1} \sum_{k=-R}^{R} X_k g^{ki} \]
which approximates the Z-transform by dealing with \(-R \leq i \leq +R\) instead of infinite \(-\infty < i < +\infty\) and with \( z = g^k, \ -R \leq k \leq +R \) instead of continuum \( z = \exp(i\phi), \ -\pi \leq \phi \leq +\pi \).

The accuracy of the results depends on the number of interpolation points \( 2R + 1 \) involved in the computation. This number can be considered as a simple tuning knob of the computational process.
Then, the resulting numerical routine looks as follows:

Algorithm 1: Scalar discrete-time plus–minus factorization

Input: Scalar polynomial
\[ p(z) = p_0 + p_1 z + \cdots + p_d z^d, \quad \text{non-zero for } |z| = 1 \]

Output: Polynomials \( p^+(z) \) and \( p^-(z) \), the plus and minus factors of \( p(z) \).

Step 1: Choice of the number of interpolation points. Decide about the number \( R \). \( R \) approximately 10–50 times larger than \( d \) is recommended up to our practical experience.

Step 2: Degree shift. Find out the number \( \delta \) of zeros of \( p(z) \) inside the unit disc. A modification of well-known Schur stability criterion can be employed, see [13] for instance.

Having \( \delta \) at hand, construct a two-sided polynomial \( \hat{p}(z) \) as
\[ \hat{p}(z) = p(z)^{-\delta} = p_0 z^{-\delta} + \cdots + p_d z^{d-\delta} = \hat{p}_{-\delta} z^{-\delta} + \cdots + \hat{p}_0 + \cdots + \hat{p}_{d-\delta} z^{d-\delta} \]

Step 3: Direct FFT (Ⅰ). Using the FFT algorithm, perform direct DFT, defined by (2), on the vector
\[ \mathbf{p} = [\hat{p}_0, \hat{p}_1, \ldots, \hat{p}_{d-\delta}, 0, 0, \ldots, 0, \hat{p}_{-\delta}, \ldots, \hat{p}_{-1}] \]

In this way, the set \( \mathbf{P} = [P_0, P_1, \ldots, P_{2R}] \) of the values of \( \hat{p}(z) \) at the Fourier points is obtained.

Step 4: Logarithmization. Compute the logarithms \( N_j = \ln(P_j) \) of all particular \( P_j \)'s and form the vector \( \mathbf{N} = [N_0, N_1, \ldots, N_{2R}] \) of them. \( N_j \)'s thus obtained are the values of the function \( n(z) = \ln(\hat{p}(z)) \) at related Fourier points on the unit complex circle.

Step 5: Inverse FFT (Ⅰ). To get the vector \( \mathbf{n} = [n_0, n_1, \ldots, n_R, n_{-R}, \ldots, n_{-1}] \), containing the coefficients of the two-sided polynomial \( n(z) = n_{-R} z^{-R} + \cdots + n_{-1} z^{-1} + n_0 + n_1 z + \cdots + n_R z^R \) approximating the power series of \( \ln(n(z)) \) for the given \( R \), perform inverse DFT, defined by (3), on the vector \( \mathbf{N} \) using the FFT algorithm.

Step 6: Decomposition. Take the ‘causal part’ \( \mathbf{x}^+ \) of \( \mathbf{n} : \mathbf{x}^+ = [n_0/2, n_1, \ldots, n_R] \). Similarly, construct \( \mathbf{x}^- \) as \( \mathbf{x}^- = [n_0/2, n_{-1}, \ldots, n_{-R}] \).

Step 7: Direct FFT (Ⅱ). Evaluate \( x^+(z) = n_0/2 + n_1 z^{-1} + \cdots + n_R z^{-R} \) at the Fourier points by applying direct FFT on the set \( \mathbf{x}^+ \) and get \( \mathbf{X}^+ = [X_0^+, \ldots, X_R^+] \). Proceed with \( x^-(z) \) in obvious way.

Step 8: Exponential function. To get the plus/minus factors, the exponential functions \( \hat{p}^+(z) = e^{x^+(z)} \) and \( \hat{p}^-(z) = e^{x^-(z)} \) remain to be evaluated. First, we compute the values of \( \hat{p}^+(z) \) and \( \hat{p}^-(z) \) at the Fourier points: \( \hat{P}^+ = [e^{X_0^+}, \ldots, e^{X_R^+}] \). Similar steps apply for the minus part.

Step 9: Inverse FFT (Ⅱ). Finally, the coefficients \( \hat{p}_0^+ = [\hat{p}_0^+, \ldots, \hat{p}_R^+] \) of \( \hat{p}^+(z) \) are recovered by inverse FFT performed on the vector \( \hat{P}^+ \). The resulting approximation to the plus factor \( \hat{p}^+(z) \) then equals \( \hat{p}^+(z) = \hat{p}_0^+ + \hat{p}_{-1}^+ z^{-1} + \cdots + \hat{p}_{d-\delta}^+ z^{d-\delta} \). Proceed with the minus part accordingly.

Step 10: Finalization. Convert the plus–minus factors \( \hat{p}^+(z) \) and \( \hat{p}^-(z) \) of \( \hat{p}(z) \) into the desired factors of \( p(z) \) using the following formulas:
\[ p^- = \hat{p}^-, \quad p^+ = \hat{p}^+ \]
where the star stands for discrete-time conjugate, \( z \to z^{-1} \).

Note that one obtains \( R \) coefficients of \( \hat{p}^+ \) and \( \hat{p}^- \) in Step 9. However, \( p^+(z) \) being the plus factor of \( p(z) \) is known to be of degree \( \delta \) only and only the first \( \delta + 1 \) coefficients of \( \hat{p}^+(z) \) should
be significant as a result while the remaining ones should be negligible. As the number \( R \) increases, these values theoretically converge to zero indeed since the formulas of DFT become better approximations to the Z-transform definitions.

5. RADIX-2 MODIFICATION OF THE ALGORITHM

The basic version of the routine proposed above is based on the shifted discrete Fourier transform. This modification of DFT appears useful during the derivation of the Algorithm 1 due to its more transparent relationship to the spectral theory. It can be easily transformed to the standard DFT as it is defined in the Section 3, simply by reordering related vector entries (see Steps 2 and 4 of Algorithm 1). However, \( 2R + 1 \) interpolation points are used for the FFT algorithm and unfortunately this number is always odd and cannot equal any power of two. Therefore, the radix-2 fast version of the FFT routine cannot be addressed. Nevertheless, this slight drawback can be easily avoided if the periodicity of direct and inverse DFT formulas is taken into account. Basically, one can construct the initial set as

\[
\left[ \tilde{p}_0, \tilde{p}_1, \ldots, \tilde{p}_{d-\delta}, 0, 0, \ldots, 0, \tilde{p}_{-\delta}, \ldots, \tilde{p}_{-1} \right]
\]

which has a power-of-two entries in total. The Algorithm 1 remains valid also in this case with \( 2R + 1 \) replaced by \( 2^k \) and \( R + 1 \) by \( 2^{k-1} \), respectively, up to one point: in Step 6, the decomposition reads \( x^+ = [n_0/2, n_1, \ldots, n_R/2] \) instead of \( x^+ = [n_0/2, n_1, \ldots, n_R] \). This minor modification of the proposed method further increases its efficiency since the powerful radix-2 FFT can be called.

6. COMPUTATIONAL COMPLEXITY

Thanks to the fact that the FFT algorithm is extensively used during the computation, the overall routine features an expedient computational complexity.

Provided that the above modifications of the computational procedure are considered, namely if the resulting number of interpolation points is taken as a power of two, the fast radix-2 FFT can be employed. In this case, \( (R \log_2 R)/2 \) multiplications and \( R \log_2 R \) additions are needed to evaluate either direct or inverse DFT of a vector of length \( R \) [11]. Let us suppose in addition that computing the logarithm or exponential of a scalar constant takes at most \( k \) multiplications and \( l \) additions. Then the particular steps of the modified Algorithm 1 involve \( (R \log_2 R)/2 \) multiplications and \( R \log_2 R \) additions (Steps 3, 5, 7 and 9), and \( kR \) multiplications and \( lR \) additions (Steps 4 and 8), respectively. Hence the overall procedure consumes

\[
4 \frac{R \log R}{2} + 2kR = 2R \log R + 2IR
\]

complex multiplications, and

\[
4R \log R + 2IR
\]

complex additions. By inspecting the above formulas one can see that asymptotically the proposed method features \( O(R \log R) \) complex multiplications and additions.
7. UPGRADING LOUDspeakers dynamics

An original approach has been published by Sternad et al. in [14] on how to improve the performance of an audio equipment at low additional costs. The authors use the linear-quadratic-gaussian (LQG) optimal feedforward compensator technique to receive an inverse dynamic filter for a moderate quality loudspeaker. By attaching a signal processor implementing this filter prior to the loudspeaker, the dynamical imperfections of the original device are eliminated and the overall equipment behaves as an apparatus of a much higher class. To learn more about this research and to get some working examples, refer [15] (Figure 1).

Unlike their predecessors, the authors try to modify the sound over the whole range of frequencies. Such a complex compensation fully employs the increasing performance of signal hardware dedicated to CD-quality audio signals, and at the same time calls for fast and reliable factorization solvers [14]. We believe our new algorithm will significantly contribute to this goal.

The loudspeaker dynamics is considered in the form of an auto regressive model with external input (ARX) model

\[ y(t) = z^{-1} \frac{B(z)}{A(z)} u(t) \]

Since the impulse response is rather long for a high sampling frequency (CD-quality standard of 44 kHz was used), both the numerator and denominator of the model are of high orders, say 1–500.

The model has an unstable inverse in general since some of its zeros may lie outside the unit disc. Hence, a stable approximation has to be calculated to be used in the feedforward structure. The authors recall the LQG theory and seek for a compensating filter

\[ u(t) = \frac{Q(z)}{P(z)} w(t) \]

such that the criterion \( J = E[y(t) - w(t - d)]^2 + \rho |u(t)|^2 \) is minimized.

For broadband audio signals, the optimal filter is given in the form

\[ u(t) = \frac{Q_1(z)A(z)}{\beta(z)} w(t) \]

where \( \beta \) results from the spectral factorization

\[ \beta\beta^* = BB^* + \rho AA^* \]

and \( Q_1 \) is the solution of a subsequent Diophantine equation

\[ z^{k-d} B^*(z) = t\beta^*(z)Q_1(z^{-1}) + zL^*(z) \]

see [14] (Figure 2).

![Figure 1. Pre-filter compensation scheme (adopted from [14]).](image-url)
As for the spectral factor computation, the authors employ the Newton–Raphson iterative scheme [6] in the cited work [14]. According to their results and our experience, this method has been probably the best available procedure for scalar polynomial spectral factorization so far [15, 16]. This method works quite well also for high degrees of involved polynomials in contrast to the straightforward way of computing and distributing the roots of $BB^* + \rho AA^*$.

Let us perform a benchmark experiment to compare the existing approach and our newly proposed algorithm for particular numerical data kindly provided by Mikael Sternad and colleagues from the University of Uppsala. Up to now, two models of the loudspeakers dynamics have been sent to us for testing purposes and the results related to the more complex one are presented in the following.

The data in concern are given as follows. The numerator $B(z) = B_0 + B_1 z^{-1} + \cdots + B_{250} z^{-250}$ is an unstable polynomial of degree 250, $A(z)$ is stable of degree 90, and $k = 160$. Taking $\rho = 0$, the spectral factorization of $m(z) = B(z)B^*(z) = m_{250} z^{-250} + \cdots + m_0 + \cdots + m_{250} z^{250}$ is to be performed. In this special case, the spectral factor $x(z)$ of $m(z)$ can be effectively constructed as

$$x(z) = B^+(z)(B^-(z))^* z^{-k}$$

where $B^+$, $B^-$ are the plus and minus factors of $B$, respectively, and $k$ is the degree of $B^-$.

All presented experiments were realized on a PC computer with Pentium III/1.2 GHz processor and 512 MB RAM, under MS Windows 2000 in MATLAB, version 6.1.

Results of this experiment for various values of the parameters $N$ are summarized and related in Table I. Namely, the computational time and accuracy of results are of interest. To obtain the former characteristic, the MATLAB abilities were employed (the built-in functions tic/toc). The computational error is defined here as the largest coefficient of the expression $B^+ B^- - B$, evaluated in the MATLAB workspace, divided by the largest coefficient of $B$ (all in absolute value).

![Compensator](image.png)

Figure 2. Optimal filtering problem setup (adopted from [14]).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (s)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT(14)</td>
<td>0.23</td>
<td>$6.28 \times 10^{-3}$</td>
</tr>
<tr>
<td>FFT(15)</td>
<td>0.45</td>
<td>$2.52 \times 10^{-8}$</td>
</tr>
<tr>
<td>FFT(16)</td>
<td>0.89</td>
<td>$4.65 \times 10^{-11}$</td>
</tr>
<tr>
<td>FFT(17)</td>
<td>1.75</td>
<td>$2.40 \times 10^{-12}$</td>
</tr>
</tbody>
</table>
These tests prove the power of the new algorithm in such tough examples. Neither of the two procedures described in Section 2 can factor this large polynomial. Direct roots evaluation method, based on the standard MATLAB function \texttt{roots}, gives totally meaningless results (accuracy of $10^{-13}$) while the routine based on spectral factorization fails due to numerical problems with greatest common polynomial divisor evaluation (polynomial toolbox function \texttt{rdiv} was used [16]).

8. DISCUSSION

The success in modifying a selected numerical procedure, originally developed for polynomial spectral factorization, to handle the non-symmetric plus/minus decomposition suggests that other well-known spectral factorization routines might work well in the non-symmetric context as well. Actually, we decided to go this way and succeeded in adapting a classical polynomial spectral factorization routine, the Bauer’s algorithm [17], for the plus/minus case. Our results are presented in subsequent paragraphs.

9. BAUER’S METHOD FOR SPECTRAL FACTORIZATION

F. I. Bauer published his method for spectral factorization of a discrete-time scalar polynomial as early as in 1955, see [17, 18]. The procedure is based on the relationship between polynomials and related infinite Toeplitz-type Sylvester matrices.

9.1. Algebra of Sylvester matrices

Given a two-sided polynomial $p(z) = p_{-m}z^{-m} + \cdots + p_0 + \cdots + p_n z^n$, we define its Sylvester companion matrix $T^N_p$ of order $N$,

$$N \geq \max(n, m)$$

as an $N \times N$ square matrix constructed according to the following scheme:

$$T^N_p = \begin{pmatrix}
p_0 & p_1 & \cdots & p_n & 0 & \cdots & 0 \\
p_{-1} & p_0 & p_1 & \cdots & p_n & \ddots & \vdots \\
\vdots & p_{-1} & \ddots & \ddots & \ddots & \ddots & 0 \\
p_{-m} & \vdots & \ddots & \ddots & \ddots & \ddots & p_n \\
0 & p_{-m} & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & p_{-m} & \cdots & p_{-1} & p_0
\end{pmatrix}$$
To show the relationship between the polynomial algebra and the algebra of Sylvester matrices, let us consider two simple polynomials $p_1(z) = 3z^{-1} + 2 + z$ and $p_2(z) = z^{-1} + 3$. Their companion matrices of order four read, respectively:

$$T^4_{p_1} = \begin{pmatrix}
2 & 1 & 0 & 0 \\
3 & 2 & 1 & 0 \\
0 & 3 & 2 & 1 \\
0 & 0 & 3 & 2
\end{pmatrix}$$

$$T^4_{p_2} = \begin{pmatrix}
3 & 0 & 0 & 0 \\
1 & 3 & 0 & 0 \\
0 & 1 & 3 & 0 \\
0 & 0 & 1 & 3
\end{pmatrix}$$

Their sum $p_3(z) = p_1(z) + p_2(z)$ equals

$$p_3(z) = 4z^{-1} + 5 + z$$

and its companion matrix can be computed as direct sum of related companion matrices $T^4_{p_1}, T^4_{p_2}$:

$$T^4_{p_3} = \begin{pmatrix}
5 & 1 & 0 & 0 \\
4 & 5 & 1 & 0 \\
0 & 4 & 5 & 1 \\
0 & 0 & 4 & 5
\end{pmatrix}$$

Similarly, their product $p_4 = p_1p_2 = 3z^{-2} + 11z^{-1} + 7 + 3z$ has a companion matrix

$$T^4_{p_4} = T^4_{p_1} T^4_{p_2} = \begin{pmatrix}
7 & 3 & 0 & 0 \\
11 & 7 & 3 & 0 \\
3 & 11 & 7 & 3 \\
0 & 3 & 11 & 6
\end{pmatrix}$$

### 9.2. Bauer’s method for spectral factorization

As we have illustrated above, finite-dimensional matrices are sufficient to accommodate ‘finite’ algebraic problems. On the other hand, if we do not restrict to finite dimensionality of related matrices, transcendent problems, including spectral factorization, involving polynomials can be resolved by this approach as well.

We will illustrate the Bauer’s spectral factorization method by means of a simple example. An interested reader can find detailed description in the original work [17] or, alternatively, in the survey paper [19].
Given \( p(z) = 2z^{-1} + 5 + 2z \), its companion matrix of order five reads

\[
T_p = \begin{pmatrix}
5 & 2 & 0 & 0 & 0 \\
2 & 5 & 2 & 0 & 0 \\
0 & 2 & 5 & 2 & 0 \\
0 & 0 & 2 & 5 & 2 \\
0 & 0 & 0 & 2 & 5
\end{pmatrix}
\]

As \( p \) is symmetric and positive definite on the unit circle its spectral factor \( x \) exists such that

\[
x \star x = p
\]

holds and \( x \) is stable. The spectral factor coefficients can be approximated using the Cholesky factorization of \( T_p \):

\[
T_x = \begin{pmatrix}
2.236 & 0.8944 & 0 & 0 & 0 \\
0 & 2.049 & 0.9759 & 0 & 0 \\
0 & 0 & 2.012 & 0.9941 & 0 \\
0 & 0 & 0 & 2.003 & 0.9985 \\
0 & 0 & 0 & 0 & 2.001
\end{pmatrix}
\]

The diagonals of \( T_x \) obviously converge to the genuine spectral factor coefficients: \( x(z) = 1 + 2z \).

An interesting feature of this routine is that particular columns of \( T_x \) can be computed iteratively, using only latest preceding column and the coefficients of \( p(z) \), see [19] for details. As a result, the final algorithm is favourably memory efficient. Mainly for this reason the method is still quite popular in spite of the fact that some later approaches, see e.g. [20, 21], provide a faster rate of convergence.

10. PLUS/MINUS FACTORIZATION VIA BAUER’S APPROACH

A modification of the Bauer’s method for the non-symmetric polynomial plus/minus factorization is worked out in this section.

10.1. LU factorization

As we have shown in Section 9.1, algebra of companion matrices is not limited to the symmetric case. Also, the matrix theory provides useful factorization techniques for non-symmetric matrices along with stable and efficient procedures for their computation.

Bauer’s method calls for the Cholesky factorization to get the desired spectral factor. This routine assumes the input matrix to be symmetric and positive definite which is the case of the spectral factorization problem. However, if we aim at modifying the method in order to capture the non-symmetric plus/minus factorization case, we need to leave this concept and employ another technique since the companion matrix is no longer symmetric.
The Cholesky factorization decomposes the input matrix into a product of two matrices basically that are upper and lower triangular, respectively. Considering this observation, the most natural alternative for the non-symmetric plus/minus case seems to be the LU-factorization concept.

**Definition 10.1 (general LU-factorization)**

LU factorization expresses any square matrix $A$ as the product of a permutation of a lower triangular matrix and an upper triangular matrix,

$$ A = LU $$

where $L$ is a permutation of a lower triangular matrix with ones on its diagonal and $U$ is an upper triangular matrix.

The permutations are necessary for theoretical reasons in the general case. For instance, the matrix

$$
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
$$

cannot be expressed as the product of triangular matrices without interchanging the two rows. However, the special band structure of the companion matrices can be exploited to show that the permutations are not necessary and the factorization can be expressed simply as a product of a lower and an upper triangular matrix.

**Lemma 10.1**

Given a scalar discrete-time two-sided polynomial $p(z)$ with roots not lying on the unit circle, its companion matrix can be factored in the form $T_p = LU$, where $L$ and $U$ are lower and upper triangular matrices, respectively.

**Proof**

If a (possibly two-sided) polynomial $p$ is non-zero at the unit circle then the principal minors of its companion matrix are known to be non-zero, see the reasoning in [19]. Further, according to [22], Theorem 3.2.1, a matrix $A$ has the desired lower–upper triangular factorization if its all principal minors are non-zero. Combining these two observations, we arrive at the statement of the lemma.

Following Lemma 10.1, a new algorithm for polynomial plus/minus factorization is suggested in the next subsection.

**10.2. Plus/minus factorization algorithm**

Given a (scalar, one-sided) polynomial

$$ p(z) = p_0 + p_1 z + \cdots + p_d z^d $$

non-zero for $|z| = 1$, we first apply a direct degree shift to arrive at a two-sided polynomial

$$ \bar{p}(z) = p_0 z^{-\delta} + \cdots + p_d z^{d-\delta} $$
where $\delta$ is the number of roots of $p(z)$ lying inside the unit circle. Now, instead of solving Equation (1), we look for $\hat{p}^+(z) = \hat{p}_0^+ + \hat{p}_1^+ z^{-1} + \cdots + \hat{p}_d^+ z^{-\delta}$ and $\hat{p}^-(z) = \hat{p}_0^- + \hat{p}_1^- z + \cdots + \hat{p}_{d-\delta}^- z^{d-\delta}$ such that

$$\hat{p}(z) = \hat{p}^+(z)\hat{p}^-(z)$$  \hspace{1cm} (6)

Relationship between the pairs $\hat{p}^+, \hat{p}^-$ and $p^+, p^-$ are obvious.

Having composed the companion matrix $T^N_\hat{p}$ of sufficiently high order $N$, its $LU$ factorization is performed. An approximation to the plus and minus factors of $\hat{p}$ can then be read from the last column of the $L$ and $U$ factors, respectively, similarly to the spectral factorization case.

The degree shift yielding the two-sided polynomial $\hat{p}$ is necessary to assure the correct decomposition of $\hat{p}$ into stable and antistable parts. If the shift were not performed or were different from $\delta$, the decomposition would still work in principle, however, the strict stability and antistability of particular factors would be lost.

Detailed description of the resulting algorithm follows.

Algorithm 2: Scalar discrete-time plus/minus factorization

Input: Scalar polynomial

\[ p(z) = p_0 + p_1 z + \cdots + p_d z^d \]

non-zero for $|z| = 1$.

Output: Polynomials $p^+(z)$ and $p^-(z)$, the plus and minus factors of $p(z)$.

Step 1: Choice of the companion matrix size. Decide about the number $N$. $N$ approximately 10–50 times larger than $d$ is recommended up to our practical experience.

Step 2: Degree shift. Find out the number $\delta$ of zeros of $p(z)$ inside the unit disc. A modification of the well-known Schur stability criterion can be employed, see [13] for instance.

Having $\delta$ at hand, construct a two-sided polynomial $\hat{p}(z)$ as

$$\hat{p}(z) = p(z)z^{-\delta} = p_0 z^{-\delta} + \cdots + p_d z^{d-\delta}$$

$$= \hat{p}_{-\delta} z^{-\delta} + \cdots + \hat{p}_0 + \cdots + \hat{p}_{d-\delta} z^{d-\delta}$$

Step 3: Construction of $T^N_\hat{p}$. Following the Section 4.8.1, construct the Sylvester companion matrix related to $\hat{p}$ of order $N$.

Step 4: $LU$ decomposition of $T^N_\hat{p}$. Perform the $LU$ decomposition of $T^N_\hat{p}$:

$$T^N_\hat{p} = LU$$

$L$ and $U$ are lower and upper triangular matrices, respectively.

Step 5: Construction of polynomial factors. Columns of the $L$ and $U$ matrices contain a non-zero vector $l$, $u$ of length $\delta + 1$ and $d - \delta + 1$ lying under and above the main diagonal, respectively. Take the last full column $l = [l_0, l_1, \ldots, l_\delta]$ to create the plus factor of $p(z)$ as

$$p^+(z) = l_0 + l_1 z + \cdots + l_\delta z^\delta$$

The minus factor is constructed in a similar way using the last vector $u$.

11. EXAMPLE

To illustrate the usefulness of polynomial plus/minus factorization and to demonstrate the power of the proposed algorithm at the same time, we will discuss the $l_1$ optimal control problem.
$l_1$ optimization is a modern design technique, see [23] for a survey. The design goal lies in minimizing the $l_1$ norm of a closed-loop transfer function. Such a way, the magnitude of measured output signal is minimized with respect to bounded, yet persistent input disturbances. $l_1$ optimal controllers have already found an application in some irrigation channel regulation problem, see [24] for instance.

Quite recently a new method has been suggested by Z. Hurák et al. for the computation of an $l_1$ optimal discrete-time single-input single-output compensator, see [4]. Unlike their predecessors, the authors rely on the transfer function description purely and carefully exploit the algebraic structure of the problem. The resulting algorithm is given in [4] along with the following example.

Let us compute a feedback controller that minimizes $l_1$ norm of the sensitivity function for a plant described by

$$G(z^{-1}) = \frac{b(z)}{a(z)} = \frac{-45 - 132z^{-1} + 9z^{-2}}{-20 - 48z^{-1} + 5z^{-2}}$$

The solution consists of the following computational steps:

1. plus/minus factorization of $a(z^{-1}) = a^+(z^{-1})a^-(z^{-1})$ and $b(z^{-1}) = b^+(z^{-1})b^-(z^{-1})$.
2. Find the minimum degree solution to $a(z^{-1})x_0(z^{-1}) + b(z^{-1})y_0(z^{-1}) = 1$.
3. Find a solution to $a^-(z^{-1})b^-(z^{-1})x(z^{-1}) + y(z^{-1}) = a(z^{-1})x_0(z^{-1})$ of given degree of $y(z^{-1})$ and with minimum $\| \cdot \|_1$ norm.
4. The optimal controller is given by

$$C(z^{-1}) = \frac{a^+(z^{-1})b^+(z^{-1})y_0(z^{-1}) + a(z^{-1})x(z^{-1})}{a^+(z^{-1})b^+(z^{-1})x_0(z^{-1}) - b(z^{-1})x(z^{-1})}$$

The first step can be efficiently and reliably performed using Algorithm 2. We take small-size Sylvester matrices first for illustrative purposes, say $N$ equal to 4. $T_a$ and $T_b$ read, respectively

$$T_a = \begin{bmatrix}
-48 & 5 & 0 & 0 \\
-20 & -48 & 5 & 0 \\
0 & -20 & -48 & 5 \\
0 & 0 & -20 & -48
\end{bmatrix}$$

$$T_b = \begin{bmatrix}
-132 & -45 & 0 & 0 \\
9 & -132 & -45 & 0 \\
0 & 9 & -132 & -45 \\
0 & 0 & 9 & -132
\end{bmatrix}$$
and their LU factorization gives rise to

\[
T_{a^+} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0.4167 & 1 & 0 & 0 \\
0 & 0.3993 & 1 & 0 \\
0 & 0 & 0.4003 & 1 \\
\end{bmatrix}
\]

\[
T_{a^-} = \begin{bmatrix}
-48 & 5 & 0 & 0 \\
0 & -50.083 & 5 & 0 \\
0 & 0 & -49.997 & 5 \\
0 & 0 & 0 & -50 \\
\end{bmatrix}
\]

and

\[
T_{b^+} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
-0.06818 & 1 & 0 & 0 \\
0 & -0.06663 & 1 & 0 \\
0 & 0 & -0.06667 & 1 \\
\end{bmatrix}
\]

\[
T_{b^-} = \begin{bmatrix}
-132 & -45 & 0 & 0 \\
0 & -135.1 & -45 & 0 \\
0 & 0 & -135 & -45 \\
0 & 0 & 0 & -135 \\
\end{bmatrix}
\]

These matrix factors give a fair approximation to \( a^+ \), \( a^- \), \( b^+ \), \( b^- \) polynomials:

\[
a^+ = 0.40003z^{-1} + 1, \quad a^- = -49.997z^{-1} + 5
\]

\[
b^+ = -0.067z^{-1} + 1, \quad b^- = -135z^{-1} - 45
\]

To get more accurate results, \( N \) is increased. Taking \( N = 20 \) yields perfectly accurate results,

\[
a^+ = 2/5z^{-1} + 1, \quad a^- = -50z^{-1} + 5
\]

\[
b^+ = -1/15z^{-1} + 1, \quad b^- = -135z^{-1} - 45
\]
12. **LU FACTORIZATION OF TOEPLITZ MATRICES**

The **LU** decomposition can be performed via standard routines, see [22] for instance, implemented in standard packages such as LAPACK or commercial MATLAB. Nevertheless, thanks to the strong structurality of involved Toeplitz matrices, dedicated efficient routines for their **LU** factorization can be developed.

We assume the **L** and **U** factors in special forms depicted in Figure 3. Analysing the product **LU**; the procedure given in the figure in the form of a MATLAB pseudocode can be developed to receive subsequent iterations of **l** and **u** vectors.

13. **CONCLUSIONS**

A new method for the discrete-time plus/minus factorization problem in the scalar case has been proposed. The new method relies on numerically stable and efficient FFT algorithm. Besides its good numerical properties, the derivation of the routine also provides an interesting view into the related mathematics, combining the results of the theory of functions of complex variable, the theory of sampled signals, and the discrete Fourier transform techniques. The suggested method is employed in a practical application of improving the quality of a hi-fi system.

Encouraged by the success in modifying a spectral factorization algorithm for the plus/minus factorization case, we decided to re-visit another classical spectral factorization routine, namely
the Bauer’s method of the 1950s. This idea has proved fruitful and our efforts resulted in another plus/minus factorization routine. As a by-product, a recursive LU factorization procedure for Toeplitz matrices has been developed that has a more general impact and can be of use in other areas of applied mathematics as well. Performance of the method was demonstrated by an $l_1$ optimal control system design example.
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Abstract—In this paper, we focus on the computation of optimal switching angles for general multilevel (ML) odd symmetry waveforms. We show that this problem is similar to (but more general than) the optimal pulsewidth modulation (PWM) problem, which is an established method of generating PWM waveforms with low baseband distortion. We introduce a new general modulation strategy for ML inverters, which takes an analytic form and is very fast, with a complexity of only $O(n \log^2 n)$ arithmetic operations, where $n$ is the number of controlled harmonics. This algorithm is based on a transformation of appropriate trigonometric equations for each controlled harmonics to a polynomial system of equations that is further transformed to a special system of composite sum of powers. The solution of this system is carried out by a modification of the Newton’s identity via Padé approximation, formal orthogonal polynomials (FOPs) theory, and properties of symmetric polynomials. Finally, the optimal switching sequence is obtained by computing zeros of two FOP polynomials in one variable or, alternatively, by a special recurrence formula and eigenvalues computation.

Index Terms—Composite sum of powers, formal orthogonal polynomials (FOPs), multilevel (ML) inverters, Newton’s identities, optimal pulsewidth modulation (PWM) problem, Padé approximation, polynomial methods, selected harmonics elimination.

I. INTRODUCTION

The optimal multilevel (ML) or pulsewidth modulation (PWM) problem, sometimes called the selected harmonic elimination (SHE) problem, is an established method for generating ML waveforms with low baseband distortion. The principal problem is to determine the switching times (angles) to produce the baseband and to not generate specific higher order harmonics. This way, it is possible to separate the undesirable highest harmonics.

The optimal ML problem offers several advantages compared to traditional modulation methods [1]–[4]. This approach allows better performance with low switching frequency, direct control over output waveform harmonics, and the ability to leave uncoupled harmonics divisible by three for three-phase systems.

Up to now, a lot of different perspectives were proposed. All the methods assume quarter symmetry, and all formulations result in the Fourier series representation for different waveforms. The principal problem lies in solving a multivariate trigonometric system of equations or, after substitution for Chebyshev polynomials, in solving a multivariate polynomial system of equations. There are several techniques of how to solve them.

The most effective method for single-phase quarter-symmetric inverter is described in [5]–[7]. This method is based on trigonometric identity for cosine function where the original trigonometric system is transformed to a polynomial system of specific structure leading to the polynomial system of sum of odd powers. The problem results in the construction of a special set of one variable polynomials and computation of their zeros. These polynomials are formal orthogonal (FOPs), and a recurrence formula is derived for them. The solution is based on diagonal Padé approximation. In the case of single-phase inverter for a given modulation index, one or no solution exists. An exact algorithm with a small complexity $O(n \log^2 n)$ was found. The main result of this paper is, in fact, a generalization of this work for general odd symmetry ML waveforms.

Three-phase inverter systems pose a very interesting topic with many industrial applications. In the three-phase connection, all harmonics divisible by three are ignored as they are automatically canceled in the electric system. This is a more complicated problem because a special structure of the system of equations is damaged. One unique, several different, or no solution exists for a given modulation index. From these, only one solution is selected—the one that minimizes other undesirable and uncontrolled higher harmonics. For more details, see [8]–[11]. These papers also rely on the conversion to a system of polynomials using trigonometric identities. This system of polynomials is solved by the Gröbner basis theory or by the elimination method based on computation of resultants [10]. In addition, a substitution for elementary symmetric polynomials or power sums is applied in [9] and [10]. Applicability of this method is restricted to say five odd harmonics because an appropriate system for a higher number of eliminated harmonics is too large, and its solution is extraordinarily time consuming. Nevertheless, fast analytical methods similar to the algorithms

This is basically the ratio of the first harmonic to the amplitude of one level of an ML waveform.
and faster solutions. It can result in increasing fuel or power of a more effective on-the-fly realizations and more accurate and efficient algorithms proposed in this paper on dedicated systems, or digital audio amplifier. Implementation of fast active harmonic filters, control of (micro) electromechanical control of large electric drives, power electronics converters, homotopy and continuation [19], or a predictive control algorithm [20]. Applications of the optimal ML or PWM problem cover the control of large electric drives, power electronics converters, active harmonic filters, control of (micro) electromechanical systems, or digital audio amplifier. Implementation of fast and efficient algorithms proposed in this paper on dedicated hardware, e.g., digital signal processors, opens a possibility of a more effective on-the-fly realizations and more accurate and faster solutions. It can result in increasing fuel or power efficiency and better performance (see [21]).

II. OPTIMAL ML PROBLEM

A key issue in the optimal ML problem is the determination of the switching times (angles) to produce the signal portion (baseband) and to not generate specific higher order harmonics (guard band or zero band). This spectral gap separates the baseband, which has to be identical to the required output (guard band or zero band). This spectral gap separates the (baseband) and to not generate specific higher order harmonics of the switching times (angles) to produce the signal portion from the solution of the following system of equations:

$$a_{p_0}(|\alpha|) = a_{f_0} \quad \text{for all } k \in H_C \quad (1a)$$

$$a_{p_k}(|\alpha|) = b_{f_k} \quad \text{for all } k \in H_E \quad (1b)$$

$$a_{p_k}(|\alpha|) = 0 \quad \text{for all } k \in H_E \quad (1c)$$

subject to $0 < \alpha_i < T$ \quad (1d)

where $\alpha = (\alpha_1, \ldots, \alpha_n)$ are unknown variables, $a_{p_0}$ and $a_{p_k}$, $b_{f_k}$ are the zeroth and $k$th cosine and sine Fourier coefficients of the generated waveform $p(t)$, respectively, and $a_{f_0}$ and $a_{f_k}$, $b_{f_k}$ are the zeroth and $k$th cosine and sine Fourier coefficients of the required output waveform $f(t)$. $H_C$ is the set of controlled harmonics, and the number of elements is $n_C$. $H_E$ is the set of eliminated harmonics, and the number of elements is $n_E$. The number of equations is $n = 1 + 2(n_C + n_E)$.

If only one solution $\alpha$ of (1) exists, then it is the optimal solution, and $\alpha^* = \alpha$. If the solutions of (1) are $\alpha_1, \ldots, \alpha_m$, $m > 1$, then the optimal solution $\alpha^*$ is chosen as the minimizer of the total harmonic distortion (THD), i.e.,

$$\alpha^* = \arg \min_{\alpha=\{\alpha_1, \ldots, \alpha_m\}} \text{THD}(\alpha) \quad (2)$$

where

$$\text{THD}(\alpha) \text{ (in percent)} = 100 \sqrt{\sum_{i=1}^{n+n_C+1} \left( \frac{a_{p_i}(|\alpha|)+b_{p_i}(|\alpha|)}{t} \right)^2}.$$  \quad (3)

If no solution of (1) is found, then the optimal solution $\alpha^*$ is computed as a general minimization problem, i.e.,

$$\alpha^* = \arg \min_{\alpha} \sum_{k \in H_E} \left( a_{p_k}(|\alpha|) + b_{p_k}(|\alpha|) \right)^2$$

subject to (1a) and (1b). \quad (4)

In the rest of this paper, we focus on single-phase odd ML and bilevel PWM waveforms, which lead to a special structure of (1), with only one solution satisfying the condition (1d). The solution of (1) is then found by an analytical procedure.

III. SWITCHING WAVEFORMS

We will show by analysis of different ML waveforms (general, odd, even, half-wave, quarter-wave and bilevel, three-level) that an effective (analytical) solution is possible for waveforms with odd and quarter-wave symmetry only. The Fourier series of these waveforms are odd and, therefore, contain sine coefficients only (the zeroth harmonic and cosine coefficients are equal to zero). The sine and cosine Fourier coefficients are included in other cases, and therefore, it is not possible to make simplifying arrangements for an effective solution.

The optimal PWM problem for a quarter-symmetric three-level inverter is solved in [5] and [6]. This waveform generates only odd sine harmonics, and only the first harmonic is controlled. In this paper, we present solutions for more general odd ML waveforms, which generate all (odd as well as even)
sine harmonics. Therefore, our approach covers the solution of the quarter-symmetric PWM and ML problem, and it is more general. Furthermore, the first few \( n_c \) harmonics are controlled.

### A. General Odd ML Waveform

The Fourier series of a \( T \)-periodic general odd ML waveform \( p(t) \) with amplitude \( A \) (see Fig. 2) is sine, i.e.,

\[
p(t) \sim \sum_{k=1}^{\infty} b_k \sin \omega kt
\]

where

\[
b_k = \frac{2A}{k\pi} \left( (-1)^{k+1} a_n - \sum_{i=1}^{n} (-1)^i \cos k\alpha_i \right),
\]

\[
k = 1, 2, 3, \ldots
\]

The unknown switching times \( \alpha = (\alpha_1, \ldots, \alpha_n) \) are subject to \( 0 < \alpha_1 < \alpha_3 < \cdots < \alpha_{2[n/2]-1} < T/2 \) (rising edges) and \( 0 < \alpha_2 < \alpha_4 < \cdots < \alpha_{2[n/2]} < T/2 \) (falling edges), and \( \omega = 2\pi/T \) is the angular frequency. The integer \( n \) is the number of switching times in the half period, and \( a_n \) is the odd parity test described by

\[
a_n = \frac{1 - (-1)^n}{2} = \begin{cases} 0, & \text{for even } n, \\ 1, & \text{for odd } n. \end{cases}
\]

The number of levels is equal to

\[
2 \max_{i=1,\ldots,n} |\Lambda_i| + 1
\]

where

\[
\Lambda_1 = M(a_1), \quad \Lambda_{i+1} = \Lambda_i + M(a_{i+1}) \quad i = 1, \ldots, n - 1
\]

\[
(a_1, \ldots, a_n) = \text{sort}_< (\alpha_1, \alpha_2, \ldots, \alpha_n)
\]

\[
M(a_i) = \begin{cases} 1, & a_i \in \alpha_{2j-1} \\ -1, & a_i \in \alpha_{2j} \end{cases}
\]

In the following, we describe some special cases:

1) **proper odd ML waveform**: \( (2[n/2]+1) \)-level waveform with \( n \) switching times in the half period, satisfying the condition \( \alpha_{2[n/2]-1} < \alpha_2 \) (see Fig. 3);

2) **proper three-level waveform**: only 0 and \( +A \) levels in the half period, satisfying the condition \( 0 < \alpha_1 < \alpha_2 < \alpha_3 < \cdots < \alpha_n \) (see Fig. 4);

3) **bilevel waveform**: has a slightly different Fourier series expansion and is therefore described separately in Section III-B.

For the sequel, we put \( T = 2\pi \) and \( \omega = 1 \) for simplicity. Then, all solutions \( \alpha_i \) are transformed back to the original period by a substitution \( \alpha_i \mapsto \alpha_i T/(2\pi) \).

For further generalization and simplification of the notation, we introduce (6) and (27) for the bilevel waveform (see Section III-B) in the following form:

\[
b_k(\alpha) = A_k \left( B_k + C_k \sum_{i=1}^{n} (-1)^i \cos k\alpha_i \right),
\]

\[
k = 1, 2, \ldots
\]

The parameters for \( 2\pi \) periodic odd ML waveform are

\[
A_k = \frac{2A}{k\pi}, \quad B_k = (-1)^{k+1} a_n, \quad C_k = -1.
\]

According to the previous analysis of the optimal ML problem then, for a single-phase system, the controlled harmonics of the output ML waveform \( p(t) \) are \( b_{pk} \), \( k \in H_C = \{1, 2, \ldots, n_C\} \), and the eliminated harmonics are \( b_{pe} \), \( k \in H_E = \{n_C + 1, n_C + 2, \ldots, n_c + n_E\} \). Thus, we have

\[
b_{pk}(\alpha) = A_k \left( B_k + C_k \sum_{i=1}^{n} (-1)^i \cos k\alpha_i \right) = b_f k,
\]

\[
k = 1, 2, \ldots, n
\]

\[
b_{pk}(\alpha) = B_k + C_k \sum_{i=1}^{n} (-1)^i \cos k\alpha_i = 0,
\]

subject to

\[
0 < \alpha_1 < \alpha_3 < \cdots < \alpha_{2[n/2]-1} < \pi
\]

\[
0 < \alpha_2 < \alpha_4 < \cdots < \alpha_{2[n/2]} < \pi
\]
where \( \alpha = (\alpha_1, \ldots, \alpha_n) \) are unknown variables (switching times), \( n = n_C + n_E \), \( A_k \), \( B_k \), and \( C_k \) are set according to (12), and \( b_{f_k} \), \( k = 1, 2, \ldots, n_C \), on the right-hand side (RHS) of the equations are real numbers defining the required signal \( f(t) \) (baseband frequency spectrum). The integer \( n_E \) defines the number of zero harmonics in the guard band.

1) Polynomial Equations: In this section, we convert the trigonometric equations in (13) to polynomial equations and simplify them. According to the trigonometric identity for multiple angles of cosine

\[
\cos(k\alpha_i) = T_k(\cos \alpha_i). \tag{14}
\]

We substitute by Chebyshev polynomial \( T_k \) of the first kind (see, e.g., [22, p.771] or [5]) and convert the \( k \)th harmonic of (11) to multivariate polynomials, i.e.,

\[
b_{p_k}(\mathbf{x}) = A_k \left( B_k + C_k \sum_{i=1}^{n} (-1)^i T_k(x_i) \right) \tag{15}
\]

in variables \( (x_1, \ldots, x_n) = \mathbf{x} \). The dependence between \( x_i \) and \( \alpha_i \) is given by

\[
\alpha_i = \arccos x_i, \quad i = 1, \ldots, n. \tag{16}
\]

According to (13c) and (13d)

\[
-1 < x_n < \cdots < x_4 < x_2 < 1
\]

\[
-1 < x_{n-1} < \cdots < x_3 < x_1 < 1. \tag{17}
\]

Thus, the trigonometric system (13) is transformed to a polynomial system, i.e.,

\[
b_{p_k}(\mathbf{x}) = A_k \left( B_k + C_k \sum_{i=1}^{n} (-1)^i T_k(x_i) \right) = b_{f_k}, \quad k = 1, 2, \ldots, n_c \tag{18a}
\]

\[
b_{p_k}(\mathbf{x}) = B_k + C_k \sum_{i=1}^{n} (-1)^i T_k(x_i) = 0, \quad k = n_c + 1, n_c + 2, \ldots, n \tag{18b}
\]

subject to (17) where the variables are \( (x_1, \ldots, x_n) = \mathbf{x} \). This polynomial system (18) can be re-solved using existing methods, such as the Gröbner basis approach, elimination based on resultants, and other algorithms (see [23] and [24]). Note that the polynomials in this system are partially symmetric. It means that we can arbitrarily permute variables \( x_{2i} \) or \( x_{2i-1} \) and the function \( b_{p_k}(\mathbf{x}) \) is left unchanged.

However, the following steps show how the system of equations in (18) [respectively (15)] can be further simplified by conversion to a new linear system in new variables. These new variables are composite sums of powers and create new polynomial system of equations. We present new effective algorithm for this system, which is much more effective compared to direct application of standard polynomial methods to (18).

From (15), the expression \( \sum_{i=1}^{n} (-1)^i T_k(x_i) \) for odd \( k \) reads

\[
\sum_{i=1}^{n} (-1)^i T_k(x_i) = - \sum_{j=1}^{k+1} t_{k,2j-1} \sum_{i=1}^{n} (-1)^{i+1} x_i^{2j-1} = - \sum_{j=1}^{k+1} t_{k,2j-1} p_{2j-1}, \quad k \text{ is odd}
\]

where \( t_{k,2j-1} \) is the \((2j-1)\)th coefficient of \( x_i^{2j-1} \) in the Chebyshev polynomial of degree \( k \), and \( p_{2j-1} \) are composite sums of powers (new unknown variables) for which the following identity holds:

\[
p_{2j-1} = \sum_{i=1}^{n} (-1)^{i+1} x_i^{2j-1} = x_1^{2j-1} - x_2^{2j-1} + \cdots + (-1)^{n+1} x_n^{2j-1}, \quad j = 1, 2, \ldots. \tag{19}
\]

Then, one can write (15) in the following form:

\[
b_{p_{2i-1}}(p_1, p_3, \ldots, p_{2i-1}) = A_{2i-1} \left( B_{2i-1} - C_{2i-1} \sum_{j=1}^{i} t_{2i-1,2j-1} p_{2j-1} \right), \quad i = 1, \ldots, [n/2]. \tag{20}
\]

Similarly, for even \( k \), we have

\[
b_{p_{2i}}(p_2, p_4, \ldots, p_{2i}) = A_{2i} \left[ B_{2i} - C_{2i} \left( (-1)^i o_n + \sum_{j=1}^{i} t_{2i,2j} p_{2j} \right) \right], \quad i = 1, \ldots, [n/2] \tag{21}
\]

where

\[
p_{2j} = \sum_{i=1}^{n} (-1)^{i+1} x_i^{2j} = x_1^{2j} - x_2^{2j} + \cdots + (-1)^{n+1} x_n^{2j}, \quad j = 1, 2, \ldots. \tag{22}
\]

Finally, we apply back substitution to (18) having the following polynomial system of equations:

\[
b_{p_{2i-1}}(p) = A_{2i-1} \left( B_{2i-1} - C_{2i-1} \sum_{j=1}^{i} t_{2i-1,2j-1} p_{2j-1} \right)
\]

\[
= b_{f_{2i-1}}, \quad i = 1, 2, \ldots, \left\lfloor \frac{n}{2} \right\rfloor \tag{23a}
\]

\[
b_{p_{2i}}(p) = A_{2i} \left[ B_{2i} - C_{2i} \left( (-1)^i o_n + \sum_{j=1}^{i} t_{2i,2j} p_{2j} \right) \right]
\]

\[
= b_{f_{2i}}, \quad i = 1, 2, \ldots, \left\lfloor \frac{n}{2} \right\rfloor \tag{23b}
\]
\[ b_{p_{2i-1}}(p) = B_{2i-1} - C_{2i-1} \sum_{j=1}^{i} t_{2i-1,2j-1} p_{2j-1} = 0, \]

\[ i = \left\lceil \frac{n_c}{2} \right\rceil, \ldots, \left\lfloor \frac{n_c}{2} \right\rfloor \quad (23c) \]

\[ b_{p_{2i}}(p) = B_{2i} - C_{2i} \left( -1 \right)^{i} o_{n} + \sum_{j=1}^{i} t_{2i,2j} p_{2j} = 0, \]

\[ i = \left\lceil \frac{n_c}{2} \right\rceil, \ldots, \left\lfloor \frac{n_c}{2} \right\rfloor \quad (23d) \]

where \( p = (p_1, p_2, \ldots, p_n) \) are unknown variables. Because \( \mathcal{H}_C = \{1, 2, \ldots, n_c\} \) and \( \mathcal{H}_E = \{n_c + 1, n_c + 2, \ldots, n_c + n_E\} \), the previous system is linear and of \( n \) equations with \( n \) unknown variables \( p_1, \ldots, p_n \). Now, if we separate unknowns \( p_1, \ldots, p_n \) on the left-hand side (LHS) of (23), then the new RHS for \( b_{f_i} \) are

\[ \begin{align*}
- \frac{1}{C_{2i-1}} b_{f_{2i-1}} - B_{2i-1} \\
- (-1)^{i} o_{n} + \frac{1}{C_{2i}} b_{f_{2i}} - B_{2i} \\
+ B_{2i-1} \frac{C_{2i-1}}{C_{2i}}.
\end{align*} \]

The itemized form of (23) for an ML waveform \( \{A_1, B_1, C_1\} \) are \( (12) \) for \( n = 6 \) and \( n_c = 3 \) reads

\[ \begin{bmatrix} t_{1,1} & t_{2,2} & 0 \\
0 & t_{3,3} & 0 \\
0 & 0 & t_{4,4} \\
0 & t_{5,5} & 0 \\
0 & 0 & t_{6,6} \end{bmatrix} \quad \begin{bmatrix} p_1 \\
p_2 \\
p_3 \\
p_4 \\
p_5 \\
p_6 \end{bmatrix} = \begin{bmatrix} \frac{\pi b_{f_{1j}}}{2A} \\
\frac{\pi b_{f_{2j}}}{\pi b_{f_{2j}}} \\
\frac{\pi b_{f_{2j}}}{3\pi b_{f_{2j}}} \\
\frac{3\pi b_{f_{1j}}}{2A} \\
0 \\
0 \end{bmatrix} \frac{\pi b_{f_{1j}}}{2A} \frac{\pi b_{f_{2j}}}{\pi b_{f_{2j}}} \frac{\pi b_{f_{2j}}}{3\pi b_{f_{2j}}} \frac{3\pi b_{f_{1j}}}{2A} \begin{bmatrix} 0 \\
0 \\
0 \\
0 \\
0 \\
0 \end{bmatrix} \quad (24) \]

The system of equations in (23) is a special linear system where \( t_{n,i} \) on the LHS are the \( i \)-th coefficients of the \( k \)-degree Chebyshev polynomial of the first kind, and on the RHS, there are \( b_{f_i} \) and zeros. According to Gauss–Banachiewitz decomposition for orthogonal Chebyshev polynomials (for more details, see [25]), the solution of (23) for the general ML waveform is

\[ p_{2i} = o_{n} + 2^{-2i+1} \frac{\pi}{A} \sum_{j=1}^{K} \left( 2i \right) \left( i-j \right) b_{f_{2j}}, \]

\[ K := \left\{ \begin{array}{c} i, \\
\left\lfloor n_c/2 \right\rfloor, \ldots, \left\lceil n_c/2 \right\rceil \end{array} \right\} \quad (25a) \]

\[ p_{2i-1} = - o_{n} + 2^{-2i+1} \frac{\pi}{A} \sum_{j=1}^{K} \left( 2i-1 \right) \left( 2j-1 \right) b_{f_{2j-1}}, \]

\[ K := \left\{ \begin{array}{c} i, \\
\left\lfloor n_c/2 \right\rfloor, \ldots, \left\lceil n_c/2 \right\rceil \end{array} \right\} \quad (25c) \]

where \( 0 < \alpha_1 < \alpha_2 < \cdots < \alpha_n < T/2 \) are the unknown switching times.

The parameters according to (11) are

\[ A_k = \frac{4A}{k \pi}, \quad B_k = o_{n+k}, \quad C_k = 1 \quad (28) \]

and the composite sum of powers is

\[ p_{2i} = o_{n} + 2^{-2i} \frac{\pi}{A} \sum_{j=1}^{K} \left( 2i \right) \left( i-j \right) b_{f_{2j}}, \]

\[ i = 1, 2, \ldots, \left\lfloor n/2 \right\rfloor \quad (29a) \]

\[ p_{2i-1} = o_{n+1} + 2^{-2i} \frac{\pi}{A} \sum_{j=1}^{K} \left( 2i-1 \right) \left( 2j-1 \right) b_{f_{2j-1}}, \]

\[ i = 1, 2, \ldots, \left\lfloor n/2 \right\rfloor \quad (29b) \]
where \( K \) and \( KUJAN \) are according to (25d) and (25b). The inequality condition for variables \( x_i \) is
\[
-1 < x_n < x_{n-1} < \cdots < x_2 < x_1 < 1.
\]

(30)

### IV. Composite Sum of Powers

As shown in Section III-A1, the solution of the optimal odd ML problem depends only on computation of the composite sum of powers (26). The itemized form is
\[
x_1 - x_2 + \cdots + (-1)^{n+1}x_n = p_1
\]
\[
x_1^2 - x_2^2 + \cdots + (-1)^{n+1}x_n^2 = p_2
\]
\[
\vdots
\]
\[
x_1^n - x_2^n + \cdots + (-1)^{n+1}x_n^n = p_n
\]

(31a)

subject to (17) for optimal ML problem or subject to (30) for optimal bilevel PWM problem

(31b)

where the RHS are real numbers according to (25) for the general odd ML waveform, or (29) for the odd bilevel PWM waveform. Note that this system is very similar to standard power sums \( \sum_{i=1}^{n} x_i^k = p_k, k = 1, \ldots, n \), that are easily solvable by the Newton’s identity (see [24] and [26]).

For the following steps, it is better to focus on the following configuration of the power sums:
\[
p_j(y_1, \ldots, y_n) = \sum_{i=1}^{k} y_i^j - \sum_{i=k+1}^{n} y_i^j, \quad j = 1, \ldots, n
\]

(32)

where \( k \leq \lfloor n/2 \rfloor \). When \( k > \lfloor n/2 \rfloor \), we can multiply the equation system in (32) by \(-1\) and convert it to the case \( k < \lfloor n/2 \rfloor \). This form in (32) can be obtained by resorting variables in (31). The polynomials \( p_j(y_1, y_2, \ldots, y_n) \) in (32) are partially symmetric because the power sums \( \sum_{i=1}^{k} y_i^j \) and \( \sum_{i=k+1}^{n} y_i^j \) are symmetric polynomials (see [24]) in variables \( \overline{y}^+ = (y_1, \ldots, y_k) \) and \( \overline{y}^- = (y_{k+1}, \ldots, y_n) \) separately. Then, we have

\[
p_j(y_1, \ldots, y_k; y_{k+1}, \ldots, y_n) = p_j(y_{\pi_1(1)}, \ldots, y_{\pi_k(k)}, y_{\pi_2(k+1)}, \ldots, y_{\pi_2(n)})
\]

(33)

where \( (y_{\pi_1(1)}, \ldots, y_{\pi_k(k)}) \) and \( (y_{\pi_2(k+1)}, \ldots, y_{\pi_2(n)}) \) are arbitrary permutations of \( \overline{y}^+ \) and \( \overline{y}^- \), respectively. Therefore, the total number of solutions is \( k!(n-k)! \). All of them are combinations of two sets coming from permutations of elements of vectors \( \overline{y}^+ \) and \( \overline{y}^- \).

Equation (31) is converted to (32) in the following way. If \( n \) is an even integer, then \( n/2 \) variables with positive sign and the same number with negative sign are in (31). Therefore, converting to (32) is accomplished by introducing the following new variables:
\[
\overline{y}^+ = (y_1, y_2, \ldots, y_k) = (x_1, x_3, \ldots, x_{2k-1})
\]
\[
\overline{y}^- = (y_{k+1}, y_{k+2}, \ldots, y_{2k}) = (x_2, x_4, \ldots, x_{2k})
\]

(34a)

(34b)

where \( k = n/2 \). If \( n \) is odd, then \( \lfloor n/2 \rfloor + 1 \) variables with positive sign and \( \lfloor n/2 \rfloor \) variables with negative sign are in (31). Therefore, conversion similar to the case with \( n \) even leads to \( k > \lfloor n/2 \rfloor \), which is not in agreement with condition \( k \leq \lfloor n/2 \rfloor \) of (32). Therefore, each equation in (31) must be multiplied by \(-1\), and for that reason, the signs of RHS of (32) must be changed, i.e., \( p_i \leftrightarrow -p_i \). Then, the following substitution can be done:
\[
\overline{y}^+ = (y_1, y_2, \ldots, y_k) = (x_2, x_4, \ldots, x_{2k})
\]
\[
\overline{y}^- = (y_{k+1}, \ldots, y_{2k+1}) = (x_1, x_3, \ldots, x_{2k+1})
\]

(35a)

(35b)

where \( k = \lfloor n/2 \rfloor \).

The solution \( x_1, \ldots, x_n \) of the optimal odd ML problem is obtained as follows. From all solutions of (32), only one is chosen—the one that is in agreement with (31c), which means that all elements \( \overline{y}^+ \) and \( \overline{y}^- \) are real numbers strictly inside the interval \((-1, 1)\). When no such solution exists, then none of the switching sequences allows us to generate the required harmonics (e.g., this situation arises when we require high first harmonic for low amplitude of ML waveform for a given \( n \)). As all elements \( \overline{y}^+ \) and \( \overline{y}^- \) can be permuted, the elements of \( \overline{y}^+ \) and \( \overline{y}^- \) are reindexed so that for \( \overline{y}^+, -1 < y_k < \cdots < y_1 < 1 \) holds, and for \( \overline{y}^-, -1 < y_n < \cdots < y_{k+1} < 1 \) holds. Therefore, according to (34) for even \( n \) and (35) for odd \( n \), we have \( (x_1, \ldots, x_n) = (y_1, y_{k+1} + y_2, y_{k+2}, \ldots, y_n, y_k) \) and \( (x_1, \ldots, x_n) = (y_{k+1}, y_1, y_{k+2}, y_2, \ldots, y_{k-1}, y_k) \), respectively. Finally, the condition (31c) for \( \pi \) must hold.

### A. Solving Composite Sum of Powers

In this section, the algorithm for solving the composite sum of powers in (32) is described. The solution is inspired by [5] and [6], where a special case of quarter-symmetric three-level inverter problem is studied. The problem was also tackled in [27] and [28], the authors, however, did not use the Padé approximation and the theory of FOPs that play a crucial role in the analytical solution of the whole problem. The other applications of solving composite sum of powers are in coding theory and geometric optics. We will find the exact solution as the set of roots of the following two polynomials:

\[
V_k(y) = \prod_{i=1}^{k} (y - y_i) = y^k + v_{k-1}y^{k-1} + \cdots + v_0
\]

(36)

\[
W_n-k(y) = \prod_{i=1}^{n-k} (y - y_{i+k}) = y^{n-k} + \sum_{i=1}^{n-k} w_{n-k-i}y^{n-k-i} + \cdots + w_{n-k,0}
\]

(37)

Then, let us do a logarithmic derivative of

\[
\frac{V_k(y)}{W_{n-k}(y)} = \prod_{i=1}^{k} \frac{y - y_i}{y - y_{i+k}}
\]

(38)
to get
\[
\frac{V'_k(y)}{V_k(y)} - \frac{W'_{n-k}(y)}{W_{n-k}(y)} = \sum_{i=1}^{k} \frac{1}{y - y_i} - \sum_{i=1}^{n-k} \frac{1}{y - y_{i+k}}. \tag{39}
\]

The expansion of \(1/(y - z)\) at \(y = \infty\) is the series \(\sum_{j=0}^{\infty} z^j/y^{j+1}\). Then, we have
\[
\frac{V'_k(y)}{V_k(y)} - \frac{W'_{n-k}(y)}{W_{n-k}(y)} = \sum_{j=0}^{\infty} p_j^+ y^{j+1} - \sum_{j=0}^{\infty} p_j^- y^{j+1}. \tag{40}
\]

where \(p_j^+ = \sum_{i=1}^{k} y_i^j\), \(p_j^- = \sum_{i=1}^{n-k} y_{i+k}^j\) and \(p_j = p_j^+ - p_j^-\). Thus, we get
\[
\frac{V'_k(y)}{V_k(y)} - \frac{W'_{n-k}(y)}{W_{n-k}(y)} = \sum_{j=0}^{\infty} p_j y^{j+1}. \tag{41}
\]

By integrating, (41) we get
\[
\frac{V_k(y)}{W_{n-k}(y)} = y^{2k-n} e^{\left(\sum_{j=1}^{\infty} \frac{p_j}{y^j}\right)} = f(y). \tag{42}
\]

The series expansion of \(f(y)\) leads to the Padé approximation.

**B. Padé Approximation**

In this section, we will find the unknown coefficients of polynomials \(V_k(y)\) and \(W_{n-k}(y)\) according to the theory of Padé approximation (for more details, see [29] and [30]). We rewrite (42) in the following way:
\[
\frac{V_k(y)}{W_{n-k}(y)} = y^{2k-n} e^{\left(\sum_{j=1}^{\infty} \frac{p_j}{y^j}\right)} + O(y^{-n+k-2})
\]
\[
= \left(\frac{1}{y}\right)^n \left(\mu_0 + \mu_1 y + \mu_2 y^2 + \cdots\right)
\]
\[
= f(y), \quad y \to \infty \tag{43}
\]

where the RHS of (43) is the series expansion of \(f(y)\) at infinity. In this case, the expansion of function \(f(y)\) contains the negative powers of \(y\).

We consider the following form:
\[
\frac{\tilde{V}_k(y)}{W_{n-k}(y)} + O(y^{n+1}) = y^{2k-n} f(y^{-1})
\]
\[
e^{-\left(\sum_{j=1}^{\infty} \frac{p_j}{y^j}\right)} = F(y), \quad y \to 0 \tag{44}
\]

where \(\tilde{V}_k(y) = y^k V_k(y^-)\) and \(\tilde{W}_{n-k}(y) = y^{n-k} V_{n-k}(y^-)\) (this is only reversion of polynomial coefficients). Therefore, we solve (44) (instead of solving (43)) as the problem of Padé approximation with the following notation:
\[
[k/n - k]F(y) = \frac{\tilde{V}_k(y)}{\tilde{W}_{n-k}(y)} = \frac{\tilde{V}_k^{[k,n-k]}(y)}{\tilde{W}_{n-k}^{[k,n-k]}(y)} \tag{45}
\]
of the function
\[
F(y) = e^{-\left(\sum_{j=1}^{\infty} \frac{p_j}{y^j}\right)} = \sum_{j=1}^{\infty} c_j y^j
\]
at \(y \to 0\), where \(c_j = \frac{p_j}{j}\). \tag{46}

The solution of the original problem in (43) is then obtained by reversing the coefficients of polynomials \(\tilde{V}_k(y)\) and \(\tilde{W}_{n-k}(y)\).

Now, it is necessary to solve the series expansion of the function \(F(y)\) at \(y = 0\) in the form
\[
F(y) = \sum_{i=0}^{\infty} \mu_i y^i = \mu_0 + \mu_1 y + \mu_2 y^2 + \cdots. \tag{47}
\]

The direct solution is carried out according to [31, Ch. 4.7, exercise 4] and reads
\[
\mu_0 = 1, \mu_k = -\frac{1}{k} \sum_{j=1}^{k} p_j \mu_{k-j}, \quad k = 1, 2, \ldots \tag{48}
\]

In the case of the optimal odd ML problem (or odd bi-level PWM problem), two eventualities can occur (see Section IV). The first is for odd \(n\) and \(k = \lfloor n/2 \rfloor\), and the second is for even \(n\) and \(k = n/2\). Both cases will be described separately.

Equation (44), after cross multiplication, gives
\[
\tilde{V}_k^{[k,n-k]}(y) = \tilde{W}_{n-k}^{[k,n-k]}(y) F(y) + O(y^{n+1}) \tag{49}
\]
and a detailed form of the previous equation, considering (47), leads to
\[
(\tilde{w}_{k,k} y^k + \tilde{w}_{k,k-1} y^{k-1} + \cdots + \tilde{w}_{k,0}) - O(y^{n+1})
\]
\[
= (\tilde{w}_{n-k,n-k} y^{n-k} + \tilde{w}_{n-k,n-k-1} y^{n-k-1} + \cdots + \tilde{w}_{n-k,0})
\]
\times (\mu_0 + \mu_1 y + \mu_2 y^2 + \cdots). \tag{50}
\]

First, let us consider the following cases.

**n Is an Odd Number and k = \lfloor n/2 \rfloor**: The problem of the shifted diagonal Padé approximation, i.e.,
\[
[k, k + 1]F(y) = \frac{\tilde{V}_k^{[k,k+1]}(y)}{\tilde{W}_{k+1}(y)} \tag{51}
\]
is solved. Equating the coefficients of \(y^{k+1}, \ldots, y^{2(k+1)+1}\) in (50) leads to the following linear system:
\[
\begin{bmatrix}
\mu_0 & \mu_1 & \cdots & \mu_{k+1} \\
\mu_1 & \cdots & \cdots & \mu_{k+1} \\
\cdots & \cdots & \cdots & \cdots \\
\mu_{k+1} & \cdots & \mu_{2k+1} & \mu_{2k+1}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_{k+1,k+1} \\
\tilde{w}_{k+1,k+1} \\
\cdots \\
\tilde{w}_{k+1,k+1}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
\cdots \\
K_k
\end{bmatrix} \tag{52}
\]

where \(\tilde{w}_{k+1,0}\) is coefficient of \(y^0\) of polynomial \(\tilde{W}_k^{[k,k+1]}(y)\), and due to definiteness and the condition that \(w_{k+1,k+1} = 1\), we put \(\tilde{w}_{k+1,0} = 1\), and \(K_k\) will be a nonzero constant. The last equation of the system in (52) is reduced. Therefore, we solve
the linear system with a Toeplitz structure (Hankel matrix) of size \((k + 1) \times (k + 1)\) as follows:

\[
\begin{bmatrix}
\mu_0 & \mu_1 & \cdots & \mu_k \\
\mu_1 & \ddots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
\mu_k & \cdots & \mu_{2k-1} & \mu_{2k}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_k,1 \\
\tilde{w}_{k+1,1} \\
\vdots \\
\tilde{w}_{k+k,1}
\end{bmatrix}
= \begin{bmatrix}
-\mu_{k+1} \\
-\mu_{k+2} \\
\vdots \\
-\mu_{2k+1}
\end{bmatrix}.
\]  

(53)

From the found solution \(\tilde{W}^{[k,k+1]}(y)\), the polynomial \(W^{[k,k+1]}(y)\) is recovered by reversing the coefficients. Alternatively, the solution can be obtained as the solution of the following linear system:

\[
\begin{bmatrix}
\mu_0 & \mu_1 & \cdots & \mu_k \\
\mu_1 & \ddots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
\mu_k & \cdots & \mu_{2k-1} & \mu_{2k}
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_k,1 \\
\tilde{w}_{k+1,1} \\
\vdots \\
\tilde{w}_{k+k,1}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}.
\]  

(54)

where \(w_{k+1,k+1}\) is equal to 1.

Unknown polynomial coefficients of \(V^{[k,k+1]}(y)\) are obtained from the known polynomial coefficients of \(W^{[k,k+1]}(y)\) as follows:

\[
\begin{bmatrix}
\tilde{v}_{k,0} \\
\tilde{v}_{k,1} \\
\vdots \\
\tilde{v}_{k,k}
\end{bmatrix}
= \begin{bmatrix}
0 & \cdots & 0 & \mu_0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \mu_0 & \mu_1 \\
\mu_0 & \cdots & \mu_0 & \cdots & \mu_k
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_{k+1,0} \\
\tilde{w}_{k+1,1} \\
\vdots \\
\tilde{w}_{k+k,1}
\end{bmatrix}.
\]  

(55)

Equating coefficients of \(x^0, x^1, \ldots, x^k\) in (50). Obviously, \(\tilde{w}_{k+1,0} = 1\), \(\mu_0 = 1\), and \(\tilde{v}_{k,0} = 1\). Therefore, the previous matrix equation is simplified to

\[
\begin{bmatrix}
\tilde{v}_{k,1} \\
\tilde{v}_{k,2} \\
\vdots \\
\tilde{v}_{k,k}
\end{bmatrix}
= \begin{bmatrix}
0 & \cdots & 0 & \mu_0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \mu_0 & \mu_1 \\
\mu_0 & \cdots & \mu_0 & \cdots & \mu_k
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_{k+1,k} \\
\tilde{w}_{k+1,k+1} \\
\vdots \\
\tilde{w}_{k+k,1}
\end{bmatrix}.
\]  

(56)

The polynomial \(V^{[k,k+1]}(y)\) can be constructed analogously from the found solution \(\tilde{V}^{[k,k+1]}(y)\) by reversing coefficients or by the following linear system:

\[
\begin{bmatrix}
\mu_0 & \mu_1 & \cdots & \mu_k \\
\mu_1 & \ddots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
\mu_k & \cdots & \mu_{2k-1} & \mu_{2k}
\end{bmatrix}
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_k
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}.
\]  

(59)

C. Family of FOPs

According to the theory of Padé approximation, \(V(y)\) and \(W(y)\) are FOPs, and therefore, related formulas and theorems can be applied (see, e.g., [30], [32], and [33] for references).

1) Three-Term Recurrence Formula for \(W(y)\) and \(V(y)\):

\(n\) is an odd number and \(k = [n/2]\). According to [32, p. 101] with (51) we have

\[
\begin{bmatrix}
\tilde{v}_{k,1} \\
\tilde{v}_{k,2} \\
\vdots \\
\tilde{v}_{k,k}
\end{bmatrix}
= \begin{bmatrix}
0 & \cdots & 0 & \mu_0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \mu_0 & \mu_1 \\
\mu_0 & \cdots & \mu_0 & \cdots & \mu_k
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_{k,1} \\
\tilde{w}_{k,2} \\
\vdots \\
\tilde{w}_{k,k}
\end{bmatrix}.
\]  

(60)

\[
\begin{bmatrix}
\tilde{w}_{k,1} \\
\tilde{w}_{k,2} \\
\vdots \\
\tilde{w}_{k,k}
\end{bmatrix}
= \begin{bmatrix}
0 & \cdots & 0 & \mu_0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \mu_0 & \mu_1 \\
\mu_0 & \cdots & \mu_0 & \cdots & \mu_k
\end{bmatrix}
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_k
\end{bmatrix}.
\]  

(61)

where \(\tilde{P}^{(0)}_{k+1}(y) = y^{k+1} P^{(0)}_{k+1}(y^{-1})\), and \(\tilde{Q}^{(0)}_{k+1}(y) = y^k Q^{(0)}_{k+1}(y^{-1})\). The polynomial \(P^{(0)}_{k+1}(y)\) is an FOP of the first kind with respect to the linear functional \(L^{(0)}[y^j]\) where \(\mu_i\) is generated according to (48). The polynomial \(Q^{(0)}_{k+1}(y)\) is the associated FOP (sometimes called the polynomial of the second kind) to \(P^{(0)}_{k+1}(y)\). Thus, according to (61), \(\tilde{W}^{[k,k+1]}(y) = P^{(0)}_{k+1}(y), V^{[k,k+1]}(y) = Q^{(0)}_{k+1}(y)\), and we can write the following three-term recurrence formulas:

\[
W^{[-2,-1]}_i = 0, \quad W^{[-1,0]}_i = 1
\]  

(62a)

\[W^{[i-1,i]} = (y + B_i)W^{[i-2,i-1]}_i - C_i W^{[i-3,i-2]}_i\]  

(62b)

where

\[
B_i = -\frac{L^{(0)}[y^i W^{[i-2,i-1]}_i]}{K_{i-1}}, \quad C_i = \frac{K_{i-1}}{K_{i-2}}
\]  

(63a)

\[
K_i = \sum_{j=0}^{i} \mu_{i+j} w_{i,j}.
\]  

(63b)

The linear moment functional \(L^{(0)}[\cdot]\) in (63a) of arbitrary polynomial \(Z(y) = \sum_{i=0}^{n} z_i y^i\) is solved according to \(L^{(0)}[Z(y)] = \sum_{i=0}^{n} z_i \mu_i\), where \(L^{(0)}[y^j] = \mu_i\) and \(w_{i,j}\) are the coefficients of
where $B_i$ and $C_i$ are identical to (63).

$n$ is an even number and $k = n/2$. Similarly as above, we have the following equation for (58):

$$[k/k] f(y) = \frac{\tilde{V}_k[k,k]}{W_k[k,k]}(y) = \mu_0 + y \tilde{Q}_k[y](y)$$

(65)

where $\tilde{P}_k[y](y) = y^k P_k[y](y)$, and $\tilde{Q}_k[y](y) = y^{k-1} Q_k[y](y)$.

The polynomial $P_k[y](y)$ is the associated FOP of the first kind with respect to the linear functional $L^{[1]}[y] = L^{[0]}[y^{i+1}] + \mu_{i+1}$, where $\mu_i$ is generated according to (48). The polynomial $Q_k[y](y)$ is the associated adjacent FOP to $P_k[y](y)$. Thus, according to (65) $W_k[k,k] = P_k[y](y)$, $V_k[k,k] = \mu_0 P_k[y](y) + y Q_k[y](y)$, and therefore, we can write the following three-term recurrence formula for $W_k[i,i](y)$:

$$W_{i-1}^{[i-1]}(y) = 0 \quad W_0^{[0,0]}(y) = 1 \quad W_i^{[i,i]}(y) = (y + B_i) W_{i-1}^{[i-1,i-1]}(y) - C_i W_{i-2}^{[i-2,i-2]}(y), \quad i = 1, 2, \ldots, k$$

(66b)

where

$$B_i = -\frac{L^{[1]}[y] W_{i-1}^{[i-1,i-1]}(y)}{K_{i-1}} \quad C_i = \frac{K_{i-1}}{K_{i-2}} \quad K_i = \sum_{j=0}^{i} \mu_{i+j+1} w_{i,j}$$

(67a)

(67b)

where the linear moment functional $L^{[1]}[y]$ in (67a) of arbitrary polynomial $Z(y) = \sum_{j=0}^{n} z_j y^j$ is solved according to $L^{[1]}[Z(y)] = \sum_{j=0}^{n} z_j \mu_{i+1}$, and $w_{i,j}$ are the coefficients of $W_i^{[i,i]}(y) = \sum_{j=0}^{i} w_{i,j} y^j$.

Finding a recurrent formula for the polynomial $V_k[y](y)$ is more difficult due to the fact that $V_k[k,k](y)$ is not an associated FOP to $W_k[k,k](y)$. From (65), we know, however, that $V_k[y](y) = \mu_0 \tilde{P}_k[y](y) + y \tilde{Q}_k[y](y)$. We apply “ilde notation” (reversion of coefficients) on both sides of the equation $V_k[y](y) = \mu_0 P_k[y](y) + y Q_k[y](y)$ and get $V_k^{[k,k]}(y) = \mu_0 P_k^{[k]}(y) + y Q_k^{[k]}(y)$. Thus, the recursion for $V_k^{[k,k]}(y)$ is a composition of $P_k^{[1]}(y)$ and $Q_k^{[1]}(y)$, where $Q_k^{[1]}(y)$ is the associated FOP to $P_k^{[1]}(y)$, with the following three-term recurrence formula:

$$Q_{i-1}^{[1]}(y) = -1 \quad Q_0^{[1]}(y) = 0 \quad Q_i^{[1]}(y) = (y + B_i) Q_{i-1}^{[1]}(y) - C_i Q_{i-2}^{[1]}(y), \quad i = 1, 2, \ldots, k$$

(68a)

(68b)

where $B_i$ and $C_i$ are due to (67). The recurrence formula for $P_k^{[1]}(y)$ is given by (66), where $P_k^{[1]}(y) = W_k^{[k,k]}(y)$. Therefore, we have

$$V_i^{[i,i]}(y) = \mu_0 (y + B_i) P_i^{[1]}(y) - C_i P_{i-2}^{[1]}(y) + (y + B_i) Q_{i-1}^{[1]}(y) - C_i Q_{i-2}^{[1]}(y)$$

(69)

where $B_i$ and $C_i$ are according to (67), and the initial conditions are

$$V_{-1}^{[1]}(y) = \mu_0 P_0^{[1]}(y) + Q_0^{[1]}(y) = 1 \cdot 0 + (-1) = -1$$

$$V_0^{[0,0]}(y) = \mu_0 P_0^{[1]}(y) + Q_0^{[1]}(y) = 1 \cdot 1 + 0 = 1.$$

2) Determinantal Formulas for $W(y)$ and $V(y)$: According to [32, Ch. 2], one can write the following determinantal formulas for polynomials $W(y)$ and $V(y)$.

$n$ is an odd number and $k = [n/2]$: We have

$$W_k^{[k,k+1]}(y) = D_{w_{k+1}} \det \begin{bmatrix} \mu_0 & \mu_1 & \ldots & \mu_k & \mu_{k+1} \\ \mu_1 & \ldots & \mu_{k+1} \\ \vdots & \vdots & \vdots \\ \mu_k & \mu_{k+1} & \ldots & \mu_{2k-1} & \mu_{2k} \\ 1 & y & \ldots & y^k & y^{k+1} \end{bmatrix}$$

(70)

$$V_k^{[k,k+1]}(y) = D_{v_k} \det \begin{bmatrix} \mu_0 & \mu_1 & \ldots & \mu_{k-1} & \mu_k \\ \mu_1 & \ldots & \mu_{k-1} \\ \vdots & \vdots & \vdots & \vdots \\ \mu_{k-1} & \mu_k & \ldots & \mu_{2k-2} & \mu_{2k-1} \mu_{2k} \\ 0 & 1 & \ldots & \sum_{i=0}^{k-1} \mu_i y^{k-1-i} & \sum_{i=0}^{k-1} \mu_i y^{k-i} \end{bmatrix}$$

(71)

where $D_{w_{k+1}}$ and $D_{v_k}$ are normalization factors so that $W_k^{[k,k+1]}(y)$ and $V_k^{[k,k+1]}(y)$ are monomials, and the moments $\mu_i$ are generated according to (48).

$n$ is an even number and $k = n/2$: We have (72)–(73), shown at the bottom of the next page, where $D_{v_k}$ and $D_{v_k}$ are normalization factors so that $W_k^{[k,k]}(y)$ and $V_k^{[k,k]}(y)$ are monomials, and the moments $\mu_i$ are generated according to (48).
TABLE I
PARTIAL RESULTS FOR AN ILLUSTRATIVE EXAMPLE WHERE \( n_C = 3 \), \( n_E = 13 \), \( A = 2.3 \), and \((b_{f_1}, b_{f_2}, b_{f_3}) = (-2, 0.5, 1)\)

<table>
<thead>
<tr>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( p_4 )</th>
<th>( p_5 )</th>
<th>( p_6 )</th>
<th>( p_7 )</th>
<th>( p_8 )</th>
<th>( p_9 )</th>
<th>( p_{10} )</th>
<th>( p_{11} )</th>
<th>( p_{12} )</th>
<th>( p_{13} )</th>
<th>( p_{14} )</th>
<th>( p_{15} )</th>
<th>( p_{16} )</th>
<th>( p_{17} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3659</td>
<td>0.3415</td>
<td>-0.5122</td>
<td>0.3415</td>
<td>-0.2134</td>
<td>0.3201</td>
<td>-0.0747</td>
<td>0.2988</td>
<td>0.2801</td>
<td>0.0444</td>
<td>0.2641</td>
<td>0.0715</td>
<td>0.2504</td>
<td>0.0894</td>
<td>0.2384</td>
<td>0.1013</td>
<td></td>
</tr>
</tbody>
</table>

\[ W_{k,k+1}(y) = D_{w_k} \det \begin{bmatrix} \mu_1 & \mu_2 & \cdots & \mu_k & \mu_{k+1} \\ \mu_2 & \mu_3 & \cdots & \mu_{k+1} & \mu_{k+2} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \mu_{k-1} & \mu_{k} & \cdots & \mu_{k+k-1} & \mu_{k+k-2} \\ 1 & y & \cdots & y^k-1 & y^k \end{bmatrix} \]  

\[ V_k^{[k,k]}(y) = D_{v_k} \det \begin{bmatrix} \mu_1 & \mu_2 & \cdots & \mu_k & \mu_{k+1} & \mu_{k+2} & \cdots & \mu_{k+k-1} & \mu_{k+k-2} \\ \mu_2 & \mu_3 & \cdots & \mu_{k+1} & \mu_{k+2} & \cdots & \mu_{k+k-1} & \mu_{k+k-2} & \cdots \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\ \mu_{k-1} & \mu_k & \cdots & \mu_{k+1} & \mu_{k+2} & \cdots & \mu_{k+k-1} & \mu_{k+k-2} & \cdots \\ 1 & y & \cdots & y^k-1 & y^k & \cdots & y^{k-1} & y^{k-1} & \cdots & y^{k-1} \end{bmatrix} \]  

Fig. 6. Solution of an illustrative example.

3) Eigenvalues Formulation: The solution of composite sum of powers is the set of zeros of polynomials \( W(y) \) and \( V(y) \). As these are FOPs, it is possible to obtain these zeros as eigenvalues of a special matrix (see [32, p. 79]) by

\[
J_{k+1} = \begin{bmatrix} -B_1 & 1 & 0 & \cdots & 0 \\ C_2 & -B_2 & 1 & \cdots & \vdots \\ 0 & C_3 & -B_3 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & C_{k+1} & -B_{k+1} \end{bmatrix}
\]  

where \( B_i \) and \( C_i \) are computed according to (63). Thus, for odd \( n \), we have

\[
W_{k,k+1}^{[k,k+1]}(y) = \det(yI_{k+1} - J_{k+1})
\]

\[
V_k^{[k,k]}(y) = \det(yI_k - J_k')
\]

where \( J_k' \) is the matrix obtained by suppressing the first row and the first column of \( J_{k+1} \). Therefore, the zeros of \( W_{k,k+1}^{[k,k+1]}(y) \) are the eigenvalues of \( J_{k+1} \), and the zeros of \( V_k^{[k,k]}(y) \) are the eigenvalues of \( J_k' \).

4) Other Orthogonal Properties—The Zeros: The position of zeros of (classical) orthogonal polynomials has very important properties. Each \( n \)-degree polynomial in an orthogonal sequence has all \( n \) of its roots real from interval \((a, b)\), distinct, and strictly inside the interval of orthogonality. The roots of each polynomial lie strictly between the roots of the next higher degree polynomial in the sequence. This interesting property can be partially employed in a numerical iterative search algorithms for the zeros in recurrence algorithm—for the choice of the initial iteration in Newton’s method.

Not all nice properties extend to FOPs nevertheless. In particular, the zeros of FOPs need not be simple or even real. For
FOPs, the following holds nevertheless: if $\mathcal{L}[\cdot]$ is defined, then for all $k \geq 0$, 1) $P_k$ and $P_{k+1}$ have no common zeros, 2) $Q_k$ and $Q_{k+1}$ have no common zeros, and 3) $P_k$ and $Q_k$ have no common zeros.

V. ILLUSTRATIVE NUMERICAL EXAMPLE

Let us consider the optimal ML problem with controlled harmonics $(b_{f_1}, b_{f_2}, b_{f_3}) = (-2, 0.5, 1)$, fixed $n = 16$, and amplitude $A = 2.3$. The partial results of computation for this specific $n$ and $A$ are shown in Table I (the line 2: power sums $p_i$, 4: moments $\mu_i$, 6: the coefficients of FOPs $W$ and $V$, 8: the zeros $W$ and $V$, 10: result—switching times $\alpha_i$, 12: test—the required frequency spectrum of the ML waveform $b_{p_i}$ computed from $\alpha_i$ and THD). Fig. 6 depicts the obtained solution for the ML problem.

The following figures illustrate complete solution of ML problem where $n$ and $A$ are varying. Fig. 7 depicts increasing amplitude $A$ (in steps of $10^{-4}$) and fixed $n = 16$ versus THD (in percent) ($N = 20$). The solution is in 14 intervals for the amplitude $A$, where the ML problem has a solution (no other amplitude $A$ solves this ML problem for $n = 16$), and Fig. 8 shows all switching configurations for all these intervals.

Fig. 8. All possible configurations of optimal ML waveforms for increasing amplitude: $A, n = 16$ and $(b_{f_1}, b_{f_2}, b_{f_3}) = (-2, 0.5, 1)$.

Fig. 9. All isolated optimal ML (five-level) solutions for increasing $n$ versus THD (in percent): $A = 2.3$ and $(b_{f_1}, b_{f_2}, b_{f_3}) = (-2, 0.5, 1)$.
Fig. 10. All possible configurations of optimal ML waveforms for different $n : A = 2.3$ and $(b_{f_1}, b_{f_2}, b_{f_3}) = (-2, 0.5, 1)$.

Fig. 11. Complete optimal ML solutions $(b_{f_1}, b_{f_2}, b_{f_3}) = (-2, 0.5, 1)$ for varying $n$ and $A$ versus THD (in percent).

Fig. 12. Optimal ML with minimal THD (in percent): $A = 0.7$, $n = 96$, number of levels = 11, THD = 0.125%, and $(b_{f_1}, b_{f_2}, b_{f_3}) = (-2, 0.5, 1)$.

Fig. 9 depicts increasing number of switching $n$ and fixed $A = 2.3$ versus THD. The first nine isolated solutions are given in Fig. 10.

The complete solution ($n$ is from 4 to 100, and $A$ is from 0.05 to 10, with step 0.05) is visualized in Fig. 11, where a varying amplitude $A$ and number of switching $n$ versus THD are visualized. Fig. 12 show the ML signal with minimal THD.
VI. EXPERIMENTAL RESULTS

To verify the performance of the proposed algorithms, an experimental setup was built in the laboratory. It is composed of the Agilent 33120A waveform generator with related software Agilent IntuiLink WaveForm Editor installed on a laboratory personal computer.

In the experimental example, we solve the optimal five-level and bilevel problems for \( b_{f_1,2,3} = (1.5, -0.6, 1.2) \) and \( n = 36 \) with a frequency of 50 Hz and \( A = 1.5 \text{ V} \) and \( A = 3 \text{ V} \), respectively. According to proposed algorithms, we obtain the switching times \( \alpha = (0.000009725, 0.00004533, \ldots, 0.000081784) \) and \( \alpha = (0.000279, 0.000502, \ldots, 0.000832, 0.0009725) \), respectively. The offline fast Fourier transform (FFT) analysis of the experimental data shows that the THDs are 1.25% and 5.43%, respectively, which are slightly larger than the theoretical values of 1.08% and 5.21%, respectively, for given \( A \).

The solution is depicted in Fig. 15. Subsequently, the switching output waveform is filtered by the low-pass Butterworth filter (switched capacitor filter Maxim MAX291, eighth order), and the filtered output corresponds to the required baseband.

VII. CASE STUDY: ACTIVE FILTERS

The main goal of active filters is the cancellation of noise or distortion of harmonic signals. These undesirable effects are consequences of disturbances or nonlinearities of load (see [36] and [37] for more details).

Let us consider the simplified principal scheme according to Fig. 16(a). The basic principle of active filters is based on generating harmonic signals with an amplitude opposite that of the undesirable harmonics so that they are canceled in total. This suitable signal is then generated as a filtered PWM or ML waveform that is easily and efficiently realizable.

Active filters are installed in a wide range of industrial and nonindustrial applications (pulp and paper facilities, chemical plants, steel plants, car industry, and banks or telecommunication centers due to the large number of computers and Uninterruptible Power Supply (UPS) systems).

Numerical Example

Let us consider electrical power grid \( f = 50 \text{ Hz} \) and compensate the harmonic distortion caused by a set of drives. The fundamental harmonic in a power grid is deviated strongly by the odd saw signal and in addition amplified tenth and fifteenth harmonics. The signal, which

\[3^{rd} \text{If the analyzed signal is not odd, we can make odd extension and use our approach.} \]
harmonics presented in this paper is considerable compared to [5], where only quarter-symmetric waveforms are studied. The THD of odd symmetric waveform is 2.75% compared to the quarter symmetric 18.3% (the even harmonics are uncontrolled).

VIII. COMPLEXITY OF THE OPTIMAL ODD ML PROBLEM

The complexity analysis of the optimal odd ML problem follows. Solving the RHS of the system of composite sum of powers \( p_i \) [see (23)] takes \( O(n C) \) number of operations. The moments \( m_i \) are computed in \( O(n^2) \) operations according to (47), but a significantly faster algorithm can be found. We can, for instance, use the fast Newton iteration method that takes only \( O(n \log n) \) operations (this method employs an FFT technique for polynomial multiplication) (see [38] and [39]).

The computation of Hankel linear system takes \( O(n \log^2 n) \) number of operations (superfast algorithm; see [40] and [41]) or we can use the well-known Levinson–Durbin algorithm with complexity \( O(n^2) \) operations. The calculation of matrix equation with a triangular Hankel matrix takes \( O(n \log n) \) operations (see [40]). It is somewhat more intricate to establish the complexity for computations of the zeros of polynomials \( V(y) \) and \( W(y) \) because many algorithms of different complexity are available. For example, the algorithm based on computing the eigenvalues of the companion matrix takes \( O(n^3) \) operations. In contrast, the combination of three-term recurrence algorithm (which takes \( O(n^2) \) operations), employing the property of interlacing the zeros (if it is possible, but this property is not always guaranteed for FOPs), and the iterative Newton algorithm leads to a linear number of operations—we easily compute the zeroes in every step. Hence, the highest possible number of operations is considered during the computation of the recurrence formula.

It is important to mention that the solution of the Hankel system is ill-conditioned for high \( n \), which restricts the computation in double precision real arithmetic. Therefore, either of the polynomials \( V(y) \) and \( W(y) \) is also ill-conditioned, and computation of their roots is difficult from numerical point of view. By using extended precision arithmetic, the range of \( n \) can be enlarged. However, we show that the solution can also be expressed as the solution to a Padé approximation problem and, consequently, introduce FOPs. Numerically stable algorithms using properties of FOPs should therefore exist and are subject to research now.

For a special case of the quarter-symmetric waveforms [5], it is possible to adopt these results and devise the solution of system of sums of odd powers that is needed for the solution of this problem. It is sufficient to put the odd harmonics equal to zero and compute the polynomial \( W(y) \) only. Such a solution was described in [5] and [6], and our procedures cover their solution for \( n C = 1 \) as a special case.

IX. CONCLUSION

Efficient algorithms for the optimal odd ML problem in the single-phase connection have been developed and studied in this paper. In Section III, we revealed that an efficient analytical
solution can be found only for odd and quarter-wave symmetric waveforms with arbitrary number of levels. The quarter-wave symmetric case is solved in [5] and [6]. Therefore, we concentrated on more general odd waveform solutions, including all harmonics.

Both cases lead to the solution of special systems of composite sum of powers that are derived from generalization of the Newton’s identity. We formulated and solved the problem via Padé approximation. The optimal switching times are the zeros of shifted diagonal Padé approximation polynomials \([k, k + 1]_f(y) = V_k^{[k,k+1]}(y)/W_{k+1}^{[k,k+1]}(y)\) for an odd number of switching \(n\) and diagonal Padé approximation \([k,k]_f(y) = V_k^{[k,k]}(y)/W_k^{[k,k]}(y)\) for an even \(n\). Due to the connection between the theory of Padé approximation and FOPs, we demonstrated that \(V(y)\) and \(W(y)\) are FOPs, and we formulated other methods for the solution of the optimal odd ML problem. Namely, we derived an appropriate three-term recurrence formula, a determinant formula, and a formulation via eigenvalue computation. The obtained polynomials are FOPs. The results are summarized as follow.

1) After variable transformations, the solution of the optimal odd ML problem is given by the zeros of two polynomials \(W(y)\) and \(V(y)\) that are suitably sorted.

2) The polynomials \(W(y)\) and \(V(y)\) are given by the shifted diagonal Padé approximation

\[
[k, k + 1]_f(y) = V_k^{[k,k+1]}(y)/W_{k+1}^{[k,k+1]}(y) = \exp \left( -\sum_{j=1}^{\infty} \frac{p_j}{j} y^j \right) = F(y) \tag{76}
\]

for odd \(n\) and by the diagonal Padé approximation

\[
[k, k]_f(y) = V_k^{[k,k]}(y)/W_k^{[k,k]}(y) = F(y)
\]

for even \(n\), where \(p_j = \sum_{i=1}^{k} y_i^j - \sum_{i=k+1}^{n} y_i^j, j = 1, \ldots, n,\) is computed according to (25) for ML and (29) for the bilevel odd waveform.

3) The polynomials \(V(y)\) and \(W(y)\) also give the solution of a Padé approximation and therefore constitute a set of FOPs, where the polynomial \(V_k^{[k,k+1]}(y)\) is the associated polynomial (or polynomial of the second kind) to \(W_{k+1}^{[k,k+1]}(y)\) (polynomial of the first kind) for odd \(n\). In the case of even \(n\), the polynomials \(V_{[k,k]}(y)\) and \(W_{k}^{[k,k]}(y)\) are deduced from the adjacent family of FOPs \(V_{[k+1,k+1]}^{[1]}(y)\) and \(W_{[k+1,k+1]}^{[1]}(y)\).

4) The solution to the optimal ML problem can be obtained through the following:

a) the Hankel system in (53) and (56) for odd \(n\) and in (59) and (60) for even \(n\); the complexity of a fast algorithm being \(O(n \log n^2)\);

b) the simple three-term recurrence relationship in (62) and (64) for odd \(n\) and in (66) and (69); the complexity being \(O(n^2)\) operations;

c) the determinants of special polynomial matrices in (70) and (71) for odd \(n\) and in (72) and (73) for even \(n\);

d) the eigenvalues of special matrices in (74) and (75) for odd \(n\).

It is also important to stress that our solution is consistent with the solution of [5] in the case of waveforms with quarter symmetry.

At the end of this paper, a numerical example and experimental verification results are presented. The numerical example illustrates a complete solution of the ML and bilevel PWM problem and the presented exact results could not be obtained without our fast analytical methods. Experimental results verified our expected behavior of optimal ML and bilevel PWM problem. An active filter case study then illustrates an advantage of our approach compared to an existing analytical scheme for quarter-symmetric waveforms.
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The Lobster eye design for a grazing incidence X-ray optics provides wide field of view of the order of many degrees, for this reason it can be a convenient approach for the construction of space all-sky X-ray monitors. We present preliminary results of tests of prototype lobster eye X-ray optics in quasi parallel beam full imaging mode conducted using the 35 m long X-ray beam-line of INAF-OAPA in Palermo (Italy). X-ray images at the focal plane have been taken with a microchannel plate (MCP) detector at several energy values from 0.3 to 8 keV. The gain, the field of view and the angular resolution have been measured and compared with theoretical values.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

The lobster eye (LE) [1,2] is a grazing incidence reflective optics. In particular, the Schmidt design [2] uses two orthogonal sets of reflecting surfaces, each set focusing in one direction. One potential area of application is on future space all-sky monitors [3–5].

2. Tested lobster eye

In the experiments reported here, a prototype lobster eye called P-25 (Fig. 1) has been used. This LE manufactured in Rigaku Innovative Technologies Europe s.r.o., Prague, Czech Republic consists of 2 x 60 flat reflecting plates coated by gold of RMS microroughness 1 nm. The plates have dimensions 24 x 24 mm², thickness 0.1 mm. Average spacing between the plates is 0.3 mm. The LE has 250 mm focal length and it is designed for optimal efficiency at 1 keV photon energy.

3. Experimental setup

The X-ray imaging tests were performed in the 35 m long X-ray beam-line in INAF-OAPA, Palermo, Italy [6,7]. The X-ray tube with exchangeable targets and filters is installed at one end of the vacuum pipe. The LE P-25 and the microchannel plate (MCP) detector [8] were installed on remote controlled positioning devices inside a vacuum test chamber located at the opposite side of the pipe (Fig. 2). Used MCP detector was in Chevron configuration with resistive anode encoder and front plate coated with KBr (Quantar Technology Inc., Santa Cruz, CA, USA) with 40 mm active diameter, and 100 μm FWHM spatial resolution. LE could be rotated around vertical (yaw angle) and horizontal (pitch angle) axis. The MCP could be translated in all basic three directions X, Y and Z (focus adjustment). For the measurements, six fluorescent energy lines have been chosen: 0.28, 0.93, 1.5, 2.9, 4.5 and 8.0 keV.

4. Results

Image, as focal cross with bright center typical for LE has been obtained (Fig. 3).
Scanning in “yaw” angle, we have found limiting positions when one arm of the focal cross vanishes (Fig. 4). The measured angular width between these positions is $2.9 \pm 0.1\,^{\circ}$, this value can be considered as the field of view (FOV). It is determined only by LE geometry and it does not depend on the energy.

The optical axis of the LE was considered as the middle position between the mentioned limiting values. In this position, FWHM of the central peak is always in the range 12–13’ (arcmin).

The measured gain, estimated by the ratio of the flux in the square of size 300 \(\mu\text{m}\) (size of chambers of LE) around peak, and incident flux onto the LE, is shown in Table 1 and Fig. 5 for the different investigated photon energies.

The angular resolution can be estimated summing profile of focal cross along the one line with the same data shifted to simulate resulting image of two point sources. Searching for position, when intensity between peaks of the sum falls to 80% of intensity of lower peak, value $13 \pm 1\,^{\circ}$ was estimated as spatial resolution of tested LE at energy 930 eV (Fig. 6). The gain has been measured at various yaw angles within the FOV. Results are shown in Fig. 7.
In the paper [1], relations for estimation of gain and spatial resolution are published. There, it is supposed LE is accurately manufactured from ideally thin and ideally reflecting mirrors (a photon energy is not taken into account there). The relations give spatial resolution of this LE as 5.5’ and gain as 1736.

5. Conclusions

A prototype lobster eye P-25 was tested in the X-ray vacuum beam-line at INAF-OAPA. The measured FWHM spatial resolution is approximately 2 times larger than theoretical value. This is caused probably by small deformations of plates (they are not ideally flat) and some manufacturing aberrations. The gain vs. yaw angle shown in Fig. 7 is indicative that the LE is assembled a little asymmetric. Estimated gain is approx. 20 × smaller than mentioned value 1736, however this value is estimated for ideal LE assembled from ideally reflecting and ideally thin mirrors. Preliminary computations based on simulations, give gain around 760 for photons of energy 930 eV. In that simulations, thickness of mirrors and their reflectivity for this energy have been taken into account. Other decrease of gain is caused mainly by unflatness of mirrors and other manufacturing aberrations. More detailed analysis of the problem will be the subject of an another paper.
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A B S T R A C T

The main contribution of the paper is in formulating the problem of detection of brain regions structure within the framework of dynamic system theory. The motivation is to see if the mature domain of experimental identification of dynamic systems can provide a methodology alternative to Dynamic Causal Modeling (DCM) which is currently used as an exclusive tool to estimate the structure of interconnections among a given set of brain regions using the measured data from functional magnetic resonance imaging (fMRI). The key tool proposed for modeling the structure of brain interconnections in this paper is subspace identification methods which produce linear state-space model, thus neglecting the bilinear term from DCM. The procedure is illustrated using a simple two-region model with maximally simplified linearized hemodynamics. We assume that the underlying system can be modeled by a set of linear differential equations, and identify the parameters (in terms of state space matrices), without any a priori constraints. We then transform the hidden states so that the implicit state matrix has a form or structure that is consistent with the generation of (region-specific) hemodynamic signals by coupled neuronal states.
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1. Introduction

Nowadays, inference about connectivity or coupling among brain regions, using fMRI, usually rests upon some form of Dynamic Causal Modeling (DCM). DCM uses Bayesian techniques to identify the underlying neuronal system in terms of coupling parameters. Crucially, one has to specify prior constraints on the sparsity or form of the connections and then test different models (forms) of connectivity. In this paper, we work on a more efficient, direct approach. DCM is used to compare mathematical models with and without specific connections which entails fitting or inverting different models and then comparing their evidence. It is a methodology which enumerates possible models first, and then tests their validity using the conventional tools for testing statistic hypotheses [5]. The identification can take a considerable amount of time, especially when one compares large numbers of models.

The main contribution of our work is to estimate the full connectivity of any DCM (under linear and first order assumptions) in a way that is extremely efficient. This may be especially useful in the context of DCM, because recent developments in model comparison allow one to evaluate the evidence of reduced models (in which some connections are omitted) given the estimates of a full model [9].

The basic idea behind our approach is to estimate the significance of interconnections among the brain regions by identifying the coupling among the states of an underlying linear state-space model. This is done by finding the state matrices describing the dynamics of neuronal states through the measured hemodynamic responses, using conventional linear system identification techniques. However, these methods do not apply constraints on the form of the state matrix. We finesse this problem by modeling the data with a number of hidden states that is greater than the number of observed brain regions. We then find a transformation of the hidden states that conforms to the known expected block structure of the state matrix appropriate for our problem. This transformation relies on the numerically reliable Schur decomposition of the original state matrix and related eigen decompositions. We can then interpret the transformed states in terms of neuronal and hemodynamic states. The transformed state matrix gives direct information on couplings between particular neuronal states, and also defines the mapping from neuronal to hemodynamic subsystems.

The structure of the paper is as follows. In the next section we give some overview of DCM analysis. In the third section we present our alternative methodology. The fourth section brings a simple
computation example. The paper is concluded with a summary and a list of open problems.

1.1. Overview of DCM analysis

Dynamic Causal Modeling (DCM) is a statistical technique for detection of interconnections among selected brain regions [2,5,12,14]. DCM assumes a bilinear model in the form (1) and the interconnections among brain regions are qualitatively and quantitatively characterized by its parameters (note the presence of so-called modulatory inputs that modulate interconnections directly).

\[
\dot{x}(t) = \left( A + \sum_{j=1}^{M} u_j(t)B_j \right) x(t) + Bu(t), \quad y(t) = Cx(t) + Du(t) \tag{1}
\]

where \( A \) is effective connectivity matrix for interconnections among regions, \( B_j \) is effective connectivity matrix encoding the changes in inherent connections induced by \( j \)th modulatory input \( u_j \), and matrix \( B \) representing strength of extrinsic inputs leading directly to brain regions, see Fig. 1. DCM procedure then combines the bilinear neuronal model (1) of interacting regions with the biophysical model by Friston, based on principles of the hemodynamic model and balloon model [7] which describes how the unmeasured neuronal activity in a given brain region is transformed into the hemodynamic responses measured by the fMRI. The input signal is generally a deterministic on-off function representing stimulation process.

The first two steps of DCM analysis are selection of several brain regions, described by coordinates of voxel (volumetric pixel) cluster, and definition of inferences (hypotheses) about the region interactions which will be confronted with real fMRI data in the statistical hypothesis-testing manner. The hypotheses usually result from clinical experience and empirical knowledge of a neurologist, trained in functional brain organization. The necessity to rely on an expert in this step can be regarded as a drawback of this method and full enumeration of all possible interaction structures is combinatorially prohibitive. The final step – testing statistical hypotheses – can be computationally very demanding, it can easily take up to a few days on a regular PC.

The DCM procedure is implemented in the SPM (Statistical Parametric Mapping) toolbox for Matlab [20], a popular tool for processing fMRI data. In addition, the toolbox also contains a sim-ulator for characteristic time series generated by several activated brain regions.

2. Systems identification approach to detection of brain region interconnection

2.1. Definition of the dynamic system

The main goal of this section is to define the complex dynamic system represented by selected brain regions within the context of the systems theory, and to cast it as a task for system identification procedures.

The system, as interpreted by the systems theory, is a complex object consisting of interconnected subsystems and components which transforms inputs into outputs and this transformation can be characterized by a mathematical model, usually in the form of differential equations. The input stimulus signals that enter into the brain system reflect the particular fMRI based neurobiological experiment, and can be modeled as rectangular signals (on/off or active/inactive) as they correspond to hand motion, pictures projection, electrochemical stimulation, etc. The measured outputs are BOLD signals which are usually visualized as volumetric 3D plots. They can also be viewed as rectangular for which at every time instance the measured value assumes a shape of a 3-dimensional array (cube). Hence the input–output behavior of the brain system can be measured experimentally. However, the system is characterized by specific intrinsic structure comprised of two different parts called neurodynamics and hemodynamics, see Fig. 2. The input (stimulus) signals enter the faster dynamics (neurodynamics) representing the intrinsic interconnections among brain regions. Neurodynamics could be modeled by several first order systems, each corresponding to a given brain region and their intrinsic connections as is done by DCM in fact [5]. The neuronal response of every brain region is only observed in the fMRI data after passing through the slower hemodynamics part, which can be modeled as a simple system (filter) for each brain region separately. In contrast to the nonlinear balloon model used within DCM, higher order hemodynamic linear filters (at least order two) are necessary to capture the oscillatory behavior as shown in the next section. The structure is revealed in Fig. 3 for a simple case.

The task of brain regions structure detection has now been formulated as a system identification problem. All the input and output signals are measured, we can therefore apply classical black-box identification methods used commonly in diverse industries [1,8,10,15,18].

2.2. fMRI data fitting by subspace methods

We now proceed to application of subspace identification methods for simulated fMRI data. First we model the hemodynamic response only. The function spm_dcm_create from SPM toolbox [20] can be used to generate such a realistic data set. Crucially, the method requires having more states corresponding to the neuronal dynamics than there are outputs corresponding to the hemodynamics, see Fig. 4. For the purpose of numerical simulations we generated data by convolving boxcar stimulus functions with canonical hemodynamic response functions and added white noise.
Gaussian observation noise of various amplitudes. The details of these simulations are provided in the figure legend.

We focused on subspace N4SID identification methods implemented in System Identification Toolbox for Matlab (version 2007b) [19]. Subspace methods combine results of systems theory, geometry and numerical linear algebra [4,11]. They seem suitable for our task especially for their fine numerical reliability for MIMO system identification. In addition, they give rise to models in the state-space form directly. We have used this identification method for hemodynamics modeling of a single region by fitting to fMRI data simulated by SPM toolbox. The simulation experiments were carried out for various combinations of important data parameters (number of samples, signal-to-noise ratio) and we proved applicability of subspace identification methods for fitting simulated fMRI data by linear dynamic higher-order models (discrete-time domain, sampling period 1.7 s, see [17] for details), see Fig. 4.
subspace identification proves useful here and fits successfully
the simulated data by the identified linear model as is shown at
the first triplet of pictures: just for the last data set with smaller
signal-to-noise ratio and number of samples the model is not
able to fit data sufficiently. We can summarize that subspace
identification methods are a promising technique for hemodynamic
response fitting. We attempt to extend the identification procedure
to the whole system including neurodynamics too in the next
section.

It should be also noted that an alternative approach to the con-
tentional identification methods is Volterra series approach, which
expresses the output signal as a nonlinear convolution of the inputs.
In fact, it is an input–output description of a system without
the necessity of characterizing the state variables. In spite of this, the
Volterra series are able to characterize the effective connectivity
by the constituent Volterra kernels, see [6] for details. In comparison
with Volterra series modeling, subspace identification methods rely
completely on the linear systems theory and methods and produce
linear state space description, featuring state variables as crucial
elements for our procedure of brain regions structure detection.

2.3. Identification procedure for brain system structure

Subspace identification methods return a linear state space
model (2). The matrix A represents the dynamics, B is related to
the inputs and C characterizes the outputs. The matrix D indicates
direct connection from input to output in general. Choosing the
linear model (2) instead of the bilinear model (1) for brain region
system description is intentional, ignoring so-called modulatory
inputs illustrated in Fig. 1 is motivated by simplicity. The hidden
state x include certain transformation of all the neuronal and
hemodynamic states in our model. This means the hidden
state is much greater than the number of observations y (and
that C is not a square matrix).

\[
\begin{align*}
    x(t) &= Ax(t) + Bu(t) \\
    y(t) &= Cx(t) + Du(t)
\end{align*}
\]  
(2)

If we had the state space description in suitable form we could
see intrinsic connections among selected brain regions directly.
Unfortunately matrices A, B and C as a result of subspace meth-
ods are usually full and inappropriate to the specific structure of the
brain system. Apparently it is necessary to transform the state space
model into a realization reflecting separation of neurodynamics and
hemodynamics. Matrix D of identified state space description is
zero because there is no direct connection from input to output.

One way to enforce this structure into the state space realization
is a similarity transformation with a suitable transformation matrix
T as in (3).

\[
A_{\text{new}} = T^{-1}AT, \quad B_{\text{new}} = T^{-1}B, \quad C_{\text{new}} = CT, \quad D_{\text{new}} = D.
\]  
(3)

These transformed matrices correspond to a transformation of variables in the form \(x = T_{\text{new}}x\), where \(x_{\text{new}}\) become our new desirable states that can be interpreted directly as neuronal and
hemodynamic ones. The next section illustrates construction of the
T matrix in a simple case which corresponds to the special brain
structure according to Fig. 3.

3. Example

We consider a system including one input (stimulus) signal, two
brain regions and two output (BOLD) signals, see Fig. 3. The output
filters for hemodynamics modeling are considered as first order
systems only for this moment (note that it does not fully correspond
to orders necessary to model accurately hemodynamic filters as
identified in the Section 2.2, so it is not possible to use SPM toolbox
as the data generator, and we use the generator (5) instead).

The subspace identification methods yield the full matrices A,
B, and C, see (4). The matrix D is zero (no direct throughputs are
present in the system considered).

\[
A = \begin{pmatrix}
    a_{1} & a_{2} & a_{3} & a_{4} \\
    a_{5} & a_{6} & a_{7} & a_{8} \\
    a_{9} & a_{10} & a_{11} & a_{12} \\
    a_{13} & a_{14} & a_{15} & a_{16}
\end{pmatrix},
\quad B = \begin{pmatrix}
    b_{1} \\
    b_{2} \\
    b_{3} \\
    b_{4}
\end{pmatrix},
\quad C = \begin{pmatrix}
    c_{1} & c_{2} & c_{3} & c_{4} \\
    c_{5} & c_{6} & c_{7} & c_{8}
\end{pmatrix}
\]  
(4)

\[
A = \begin{pmatrix}
    e_{1} & 0 & g_{1} & 0 \\
    0 & e_{2} & 0 & g_{2} \\
    0 & 0 & e_{3} & c_{12} \\
    0 & 0 & c_{21} & e_{4}
\end{pmatrix},
\quad B = \begin{pmatrix}
    0 \\
    0 \\
    0 \\
    1
\end{pmatrix},
\quad C = \begin{pmatrix}
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0
\end{pmatrix}
\]  
(5)

However, the desired form is in (5). This form reveals the specific
structure of the brain system with the neuronal dynamics affected
directly by the inputs and the hemodynamics projected immediately
onto the measured outputs. Matrix A contains the eigenvalues
\(e_{1}, e_{2}\) and the gain coefficients \(g_{1}, g_{2}\) defining the hemodynamic
SISO filters associated to a particular brain region. The lower right
submatrix describes the (much faster) neurodynamics. The coeffi-
cients \(c_{12}\) and \(c_{21}\) are the crucial parameters which determine
the intrinsic neuronal interconnections between the two modeled
brain regions. The matrix B represents the structure of inputs and
matrix C corresponds to the structure of outputs, in agreement with
Fig. 3.

3.1. Similarity transformations

This section describes the sequence of similarity transforma-
tions steps leading from the full state-space model (4) to the
structured form realization (5) from which the coupling para-
eters \(c_{12}\) and \(c_{21}\) can be detected. We consider a system with one
input and two brain regions, each modeled by first order dynamics
and with corresponding two output BOLD signals. Each similarity
transformation follows the conventional rule (3).

The first step is Schur decomposition applied to the identified
dynamic matrix A. It yields zero elements under the main diag-
onal on which the eigenvalues are displayed. These are then ordered
to separate the eigenvalues of hemodynamics (slow) and neuro-
dynamics (fast). The subsequent steps are devised to impact the
remaining parts of state space description and to preserve the effect
of the previous transformation steps. In this way, the eigenvectors
of a selected submatrix of the new dynamic matrix \(A\) are calculated
and used for diagonalization of the submatrix representing hemody-
namics filters, and the null space of output matrix \(C\) is used for
zeroing its selected elements. We also use inverse submatrix for
adjustment of parts concerning gain coefficients of output (hemo-
dynamic) filters. All steps are detailed in a Matlab pseudocode-form
below, and are illustrated by a numerical example in the next
section.

\[
\begin{align*}
    & \text{A}_{[T1, A1]} = \text{schur}(A) \\
    & \text{A}_{[T2, A2]} = \text{ordeschur}(T1, A1, [1, 2, 3, 4]) \\
    & \text{G2} = \text{ss}(T2' \cdot A' \cdot T2, T2' \cdot B, C \cdot T2, 0) \\
    & \text{A}_{[T1, A1]} = \text{eig}(G2, A1' \cdot [1, 2, 1, 2]) \\
    & \text{C2} = G2' \cdot \text{blkdiag}(1, 1, 1, 1) \\
    & \text{T3} = \text{G}2' \cdot \text{blkdiag}(1, 1, 1, 1) \cdot \text{eye}(4, 2), \text{null}(C2); \\
    & \text{G3} = \text{ss}(T3, A2' \cdot T3, T3' \cdot B, G2' \cdot C' \cdot T3, 0) \\
    & \text{T2} = \text{inv}(G3, A1' \cdot [1, 2, 3, 4]) \\
    & \text{T4} = \text{eye}(2) \cdot \text{zeros}(2) \cdot \text{zeros}(2) \cdot \text{t2}; \\
    & \text{G4} = \text{ss}(T4, G3, T4' \cdot G3' \cdot B, G3' \cdot C' \cdot T4, 0) \\
\end{align*}
\]

Note that the transformation matrix \(T1\) resulting from the
Schur decomposition is applied to identified dynamic matrix \(A\)
and the Matlab function ordschur is able to sort eigenvalues on the main diagonal, so we obtain new state space description G2 with dynamic matrix G2.a containing separated hemodynamic and neurodynamic eigenvalues.

The next transformation with the matrix T3 includes null space of output matrix C2, and the eigenvectors of the hemodynamic part of matrix G2.a are used as well. The hemodynamic part of the dynamic matrix G2.a is now diagonal due to appropriate eigenvectors application, the input matrix G2.b is also modified (zeroing of values representing input to the hemodynamic filters). The transformation also ensures zeroing of values representing output from neurodynamic part in the matrix G2.c. We can see that there is no external input into the hemodynamic filters, only from the neurodynamic part, and there is no measured output from the neurodynamic part, which is desirable.

The last important transformation step is G3.a adjustment, and we namely want to impact the submatrix related to the hemodynamic filters. So we apply transformation matrix T4 including inverse of a submatrix of G3.a to diagonalize appropriate submatrix. So the almost final result of these transformation steps is the dynamic matrix G4.a with eigenvalues and gains of hemodynamic filters in the upper part, and the submatrix concerning neurodynamics at the bottom which contains interconnections between two regions on the next diagonal. Matrices G4.b and G4.c are also modified according to the form in (5) and they reflect brain system structure (no external input into hemodynamic filters, no external output from the neurodynamic part).

### 3.2. Numerical example

Data for the identification procedure were generated using the system (6) with structure according to Fig. 3.

\[
A = \begin{pmatrix}
-1 & 0 & 1 & 0 \\
0 & -2 & 0 & 2 \\
0 & 0 & -10 & 0 \\
0 & 0 & 5 & -10 \\
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
0 \\
0 \\
0 \\
1 \\
\end{pmatrix}
\]

\[
C = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{pmatrix}
\]

Matrices (7) illustrate the state space description of a system with two regions modeled by first order systems, one input and two outputs, as identified by a subspace identification method [3,4,11] implemented in the functions of System Identification Toolbox for Matlab.

\[
A = \begin{pmatrix}
-2.36 & 12.22 & -7.52 & -11.40 \\
-4.91 & -5.06 & 7.07 & 4.15 \\
3.14 & -0.13 & -2.18 & -3.02 \\
-0.09 & 12.61 & -8.61 & -13.39 \\
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
3.15 \\
1.22 \\
0.38 \\
3.44 \\
\end{pmatrix}
\]

\[
C = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{pmatrix}
\]

Matrices (7) illustrate the state space description of a system with two regions modeled by first order systems, one input and two outputs, as identified by a subspace identification method [3,4,11] implemented in the functions of System Identification Toolbox for Matlab.

Particular similarity transformation steps described in Section 3.1 leading to state space description (5) were applied. The final result reflecting the desired structure is in (8). We can also see at Fig. 5 that step response of transformed system is the very same as step response of the data generator. Therefore we did not change the input–output response of the originally identified system by similarity transformation and we found one of the equivalent state realization that reveal coupling structure between neurodynamics and hemodynamics.

\[
A = \begin{pmatrix}
-0.999 & 0 & 0.999 & 0 \\
0 & -2.001 & 0 & 2.001 \\
0 & 0 & -10.071 & -0.021 \\
0 & 0 & 4.988 & -9.986 \\
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
0 \\
0 \\
0 \\
1.001 \\
\end{pmatrix}
\]

\[
C = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{pmatrix}
\]

Here the (4, 3) element of the matrix indicates a significant connection between the two regions, that would be visualized in the DCM diagrams style as in Fig. 6.

### 4. Conclusions and open problems

In this paper we proposed to formulate the task of detection of brain regions structure within the well-established and mature framework of system identification as a promising alternative to Dynamic Causal Modeling which is based on statistical hypothesis-testing. The motivation for developing this alternative approach comes from the need to reduce the computational burden so that the fMRI data can be processed in real-time. We proposed a concrete computational procedure based on the popular subspace identification techniques applied to the measured (simulated respectively) fMRI data combined with a similarity transformation which enforces the structure into the problem (this structure accounts for the separation of dynamics into the neuronal and hemodynamic part). The procedure was demonstrated by a simple simulation example.

Surely the proposed and demonstrated method simplifies the problem a lot by the assumption of a linear model: the bilinear terms in the neuronal dynamics considered within the DCM framework are neglected here because modification of subspace identification techniques for bilinear models does not appear to be straightforward and is subject to further research.

The model of hemodynamics is also considered as an LTI model although currently some nonlinear models (such as the balloon model) are used within the fMRI community. In addition, the procedure is fully functional for first order hemodynamic filters only. It was observed though that when using system identification techniques to some fMRI data generated by the SPM toolbox, every output hemodynamics filter should be modeled as at least a second order system with complex conjugate eigenvalues, reflecting the oscillatory response [17]. The similarity transformations then become more complicated and the procedure proposed in this paper cannot handle it at this moment.
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ABSTRACT

A new approach to optimal placement of sensors (OSP) in mechanical structures is presented. In contrast to existing methods, the presented procedure enables a designer to seek for a trade-off between the presence of desirable modes in captured measurements and the elimination of influence of those mode shapes that are not of interest in a given situation. An efficient numerical algorithm is presented, developed from an existing routine based on the Fischer information matrix analysis. We consider two requirements in the optimal sensor placement procedure. On top of the classical EFI approach, the sensors configuration should also minimize spillover of unwanted higher modes. We use the information approach to OSP, based on the effective independent method (EFI), and modify the underlying criterion to meet both of our requirements—to maximize useful signals and minimize spillover of unwanted modes at the same time. Performance of our approach is demonstrated by means of examples, and a flexible Blended Wing Body (BWB) aircraft case study related to a running European-level FP7 research project ‘ACFA 2020—Active Control for Flexible Aircraft’.
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1. Introduction

Optimal sensor placement (OSP) in mechanical systems and structures has become a popular and frequently discussed research topic during last 10 years. Applications cover modeling, identification, fault detection, and active control of such systems as bridges [9,8], rail wagons [14], large space structures [15]. The goal is to tell the designers of the whole mechanical system where displacement, force, inertial acceleration, or other sensors are to be installed so that they are as informative as possible.

Various approaches have been developed. We will mention two in brief. The former, information based approach, is based on the analysis of the output shape matrix. An iterative elimination algorithm, denoted as EFI (for “Effective Independence”) has been developed that repeatedly deletes the lines of the initial, full output shape matrix with lowest amount of information, measured by either the trace or determinant of an underlying Fischer information matrix. See [4] for more detailed treatments and [9,8,15] for some case studies.

An alternative approach is based on the idea of maximizing the energy of the underlying modes in the optimally placed sensors. Related procedures lead to optimization problems over output Gramians of the system [16].

Both these approaches are applied on pre-selected modes of interest. For instance, in an active damping application for a transport vehicle, see a recent report [14], the bandwidth and thus implied modes are defined according to some comfort standards and considerations regarding impact of particular modes on the loads induced in the structure. Typically, a few
lower modes are selected as a result of such analysis. Resulting optimal sensors selection is subsequently called, with only those pre-selected modes in mind.

However, also those not-considered, typically mid- or high-frequency modes are still present in the process and, if excited by disturbances or the control action, they can influence the active damping system behavior in an unexpected manner. This phenomenon, denoted as spillover, cannot be captured directly by the two existing approaches mentioned above. Although some procedures have been developed that address these issues, see e.g. [17], they are based on advanced signal processing (filtering) of the measured signals and do not suggest how to modify the sensor positions themselves accordingly.

And it is exactly the problem that this paper is focused on. The aforementioned information approach is taken as the starting point. The underlying criterion is modified so that the influence of desirable modes is maximized, and those unwanted modes are minimized in the observations at the same time, see Section 2. The result is a compromise where suitably chosen simple weights serve as a tuning knob for the designer. A related numerical procedure is then developed, based on the EFI approach, in Section 3. Two examples are presented in Section 4 where one can appreciate the intuitively expected placements and study the influence of tuning. Further, a case study related to a large flexible BWB aircraft and its active vibration control system is presented in Section 5. Conclusions and suggestions for further research then follow in Section 6.

2. The effective independence method (EFI)

Optimal sensors placement techniques are extensively discussed in papers [2–9]. A short overview of the EFI method follows in this section, adopted from [9,8].

The aim of the EFI method is to select measurement positions that make the mode shapes readings of interest as linearly independent as possible. The method originates from the estimation theory and is based on maximization of related Fisher information matrices, measured by its determinant or trace. That is in fact equivalent to minimization of the condition number of the information matrix related to selected sensors. The number of sensors is iteratively reduced from an initially large candidate set by removing those sensors which contribute least of all the candidate position to the linear independence of the target mode readings. In the end, the remaining sensors are delivered as the optimal sensor set. As a useful guideline to stop the iterative removing process, the determinant of the Fisher information matrix can be plotted with respect to the number of sensors; if a considerable drop is identified, further reduction should be considered with care.

2.1. Structural model

The sensor placement problem can be investigated from uncoupled modal coordinates of governing structural equations as follows:

\[ \ddot{q}_i + M_i^{-1} \cdot C_i \cdot \dot{q}_i + M_i^{-1} \cdot K_i \cdot q_i = M_1^{-1} \cdot \Phi^T \cdot B_0 \cdot u \]

where \( \dot{q}_i \) is the \( i \)th modal coordinate and is also the \( i \)th element of the vector, \( q \), in the 2nd equation, \( M_i, K_i \) and \( C_i \) are the corresponding \( i \)th modal mass, stiffness and damping matrix, respectively, \( \Phi \) is the mode shape matrix with its \( i \)th column as the \( i \)th mass-normalized mode shape, \( B_0 \) is simply a location matrix formed by ones (corresponding to actuators) and zeros (no load), specifying the positions of the force vector \( u \). \( y \) is a measurement column vector indicating which positions of the structure are measured, and \( \epsilon \) is a stationary Gaussian white noise with zero mean and a variance of \( \sigma^2 \).

2.2. Method principle

From the output measurement, the EFI algorithm analyzes the covariance matrix of the estimate error for an efficient unbiased estimate of the modal coordinates as follows [5,6,2,3,7,9]:

\[ E[(q - \hat{q}) \cdot (q - \hat{q})^T] = \left( \frac{\partial y}{\partial q} \right)^T \cdot \left( \frac{\partial y}{\partial q} \right) - \left( \frac{\partial y}{\partial q} \right)^T \cdot \left( \frac{\partial y}{\partial q} \right) = Q^{-1} \]

where \( Q \) is the Fisher information matrix, \( \sigma^2 \) represents the variance of the stationary Gaussian measurement white noise \( \epsilon \) in (2), \( E \) denote the mean value, and \( \hat{q} \) is the efficient unbiased estimate of \( q \). Maximizing \( Q \) over all sensor positions will result in the best state estimate of \( q \). \( \Psi \) denotes the eigenvectors matrix of \( Q \) and \( \lambda \) is related diagonal eigenvalue matrix. The EFI coefficients of the candidate sensors are computed by the following formula:

\[ E_Y = [\Phi \cdot \Psi] \otimes [\Phi \cdot \Psi] \cdot \lambda^{-1} - 1 \]

where \( \otimes \) represents a term-by-term matrix multiplication, and \( 1 \) is an \( n \times 1 \) column vector with all elements of \( 1 \). \( E_Y \)'s entries are the EFI indices, which evaluate the contribution of all candidate sensor locations to the linear independence of...
the target modes measurement. Simple selection procedure is then employed to sort the elements of the $E_D$ vector, and to remove its smallest entry at a time and also related candidate sensor, giving rise to a reduced mode shape matrix $\Phi$. The $E_D$ coefficients are then updated according to the new modal shape matrix, and the process is repeated iteratively until the number of remaining sensors equals a preset value. The remaining lines of the $\Phi$ matrix (or related EFI indices) define the optimal measurement locations.

3. The effective independence method with modified criterion

The main result of the paper is presented in this section. We develop a numerical scheme for OSP, based on the EFI method, such that the spillover [10–13] of unwanted higher modes is minimized.

3.1. Method principle

The modified criterion is based on the EFI reasoning presented above. Main task of the pure EFI is just to maximize information on desired modes through optimal configuration of sensors (measurements) expressed by the Fisher information matrix (FIM), or its trace or determinant respectively. The modified criterion we propose reads

$$J_{\text{EFI}} = \alpha J_{\text{EFI}} + (1 - \alpha) J_{\text{SNR}}$$

with optimum

$$J_{\text{EFI}}^* = \max \{\alpha \alpha\}$$

where

$$J_{\text{EFI}} = \text{tr}(Q_m^{m, n})$$

with optimum

$$J_{\text{EFI}}^* = \max \{\text{tr}(Q_m^{m, n})\}$$

stands for the standard EFI part (maximize the information content for those desirable modes), and

$$J_{\text{SNR}} = \frac{\text{tr}(Q_m^{m, n})}{\text{tr}(Q_m^{m, n})}$$

with optimum

$$J_{\text{SNR}}^* = \max \{\text{tr}(Q_m^{m, n})\}$$

is a newly added term to penalize the unwanted mode shapes in sensor readings. $\Omega$ is the set of all candidate triples of sensors (we are considering three sensors to be selected to simplify indexing). $Q_m^{m, n}$ is the Fisher information matrix (see (3)) for $m$th modes (those to be captured), where $Q_m^{m, n}$ is the Fisher information matrix for the unwanted modes. Note that maximizing (9) increases information about the desirable modes in the measurements (maximizing numerator of (9) and simultaneously suppresses the unwanted modes influence (minimizing denominator of (9)).

The coefficient $\alpha \in (0, 1)$ serves as a tuning parameter and defines the relative importance of each part of the criterion. Selection of the parameter $\alpha$ is problem-dependent. However, although it is not possible to give a generally valid value for $\alpha$, its influence for particular data can be investigated by means of related SNR-plots as explained in Example 1 in detail, see Section 4).

The ratio part in $J_{\text{SNR}}$ however becomes problematic as both terms in $\text{tr}(Q_m^{m, n})/\text{tr}(Q_m^{m, n})$ approach zero (near the nodes of both desirable and unwanted mode shapes) which leads to irrelevant results. This unintended behavior is suppressed by applying a suitable mapping function on $\text{tr}(Q_m^{m, n})$ and $\text{tr}(Q_m^{m, n})$ to assure for reasonably high information content (those degenerated, almost $\frac{1}{2}$ candidates, are effectively discriminated). A suitable mapping function can take the following form, for example (see also Fig. 1):

$$f(t) = \sqrt{1 + t^n}$$

3.2. Modified EFI algorithm

Now we have an accordingly modified criterion. Next task is to modify the EFI heuristic in a very similar manner, to arrive at a tractable numerical scheme for the problem. Critical part of EFI method is in evaluation of $E_D$ vector (see (4)), so the modified evaluation takes the following shape:

$$E_{\text{DM}}(\alpha) = \alpha E_D + (1 - \alpha) E_{\text{DSNR}}$$

Note that potential numerical issues near the node points are covered by the mapping function (11) applied on \( E_D \) and \( E_{DSNR} \) vector.

\[
E_D = [\Phi \cdot \Psi'] \otimes [\Phi \cdot \Psi] \cdot \chi^{-1} \cdot 1
\]

\[
E_{DSNR} = \frac{[\Phi^m \cdot \Psi^m'] \otimes [\Phi^m \cdot \Psi^m] \cdot \chi^{m-1} \cdot 1}{[\Phi^n \cdot \Psi^n'] \otimes [\Phi^n \cdot \Psi^n] \cdot \chi^{n-1} \cdot 1}
\]

(12)

4. Example

Let us consider a flexible system with two modes of interest depicted in Fig. 2. Its structural equations read

\[
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} \dot{q} + \begin{bmatrix}
0.1 & 0 \\
0 & 0.1
\end{bmatrix} \ddot{q} = \begin{bmatrix}
0.1 & 0 \\
0 & 0.1
\end{bmatrix} \cdot q = \Phi^T \cdot I_{33} \cdot 33 \cdot u
\]

(13)

\[
y = \Phi \cdot q
\]

(14)
In this case it is fairly intuitive to decide by common sense where sensors should be placed if we want to maximize measurement of the first mode and reduce the second one. One can see results of the classical EFI approach in Fig. 6, related to the EFI criterion (7). It is clear that the EFI approach gives rise to sensors configuration optimal to fit the desired mode (first one), but spillover of the second one is huge. Measured energy of both modes (required \( E_{\text{EQ}} \) and not required \( E_{\text{ENOTRQ}} \)) is printed in upward (Fig. 6). The signal to noise ratio coefficient (defined in dB units) was evaluated to represent

\[
\Phi^T = \begin{bmatrix}
0 & 0.0998 & 0.1987 & 0.2955 & 0.3894 & 0.4794 & 0.5646 & 0.6442 & \cdots \\
0 & 0.0000 & 0.0000 & 0.0000 & 0.0001 & 0.0006 & 0.0033 & 0.0123 & \cdots \\
0.7174 & 0.7833 & 0.8415 & 0.8912 & 0.9320 & 0.9636 & 0.9854 & 0.9975 & \cdots \\
0.0361 & 0.0870 & 0.1780 & 0.3161 & 0.4947 & 0.6899 & 0.8637 & 0.9752 & \cdots \\
0.9996 & 0.9917 & 0.9738 & 0.9463 & 0.9093 & 0.8632 & 0.8085 & 0.7457 & \cdots \\
0.9957 & 0.9197 & 0.7672 & 0.5758 & 0.3864 & 0.2297 & 0.1193 & 0.0532 & \cdots \\
0.6755 & 0.5985 & 0.5155 & 0.4274 & 0.3350 & 0.2392 & 0.1411 & 0.0416 & \cdots \\
0.0198 & 0.0059 & 0.0013 & 0.0002 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & \cdots 
\end{bmatrix}
\]

**Fig. 3.** The \( \alpha \)-dependency of SNR coefficient, captured energy of required \( (E_{\text{EQ}}) \) and not required \( (E_{\text{ENOTRQ}}) \) modes.

**Fig. 4.** OSP by the modified EFI algorithm.

\[
\alpha \text{trace (FIM1)} + (1-\alpha) \text{trace (FIM1)/trace (FIM2)} - \alpha = 0.25
\]

Optimal sensors: 8 25 26
Captured energy: \(E_{RQ} = 1.2294\); \(E_{NOTRQ} = 0.0005772\);
SNR = 66.5676 [dB]

Fig. 5. OSP by direct maximization of \(J_{MEN}\).

\[
\text{EFI}
\]

Optimal sensors: 16 17 18
Captured energy: \(E_{RQ} = 2.9775\); \(E_{NOTRQ} = 2.7884\);
SNR = 0.56993 [dB]

Fig. 6. OSP by classical EFI.

Fig. 7. BWB visualization.
Spillover. SNR is defined by the following form:

\[
\text{SNR} = 20 \cdot \log_{10} \left( \frac{E_{RQ}}{E_{NOTRQ}} \right)
\]

(15)

Spillover reduction of the unwanted mode can be achieved by our modified criterion (see (5)). First, one has to select the \( \alpha \)-value properly in the modified criterion (5). The dependencies of the captured energy of wanted modes \( E_{RQ} \) and of the captured energy of unwanted modes \( E_{NOTRQ} \) on \( \alpha \) are depicted in Fig. 3. The optimal selection of the \( \alpha \) value is at the point where \( E_{RQ} \) is large and \( E_{NOTRQ} \) is still sufficiently small. In our case, the suitable range for \( \alpha \) is apparently the 0.2–0.3 interval, and the value of 0.25 is therefore selected.

Fig. 8. Shape of first mode.

Fig. 9. Shape of second mode.

Fig. 10. Shape of first (blue o) and second (green o) modes and sensors reference positions with zero deflection (black x). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Having \( x \), we can proceed with the modified criterion (5) and related modified EFI algorithm of Section 3.2. Results are presented in Fig. 4. One can see that spillover of the second mode with respect to the first mode is reduced if the sensors are selected according to the proposed criterion (5), and that the measurement of the useful mode is still at a good level. In addition, the suggested modified EFI algorithm appears to be an efficient approach to solve the problem (5)—mind the modes symmetry and compare (4) (modified EFI algorithm) and Fig. 5 (optimum of (5) found by “brute force”—in this particular very simple case it is feasible to exploit all the sensors combinations and select the true optimum, at the cost of high computational burden though).

For completeness, the standard EFI approach results for three sensors are given in Fig. 6. Obviously, first mode is captured very well (which is good), nevertheless, the second mode is not attenuated at all (it is not a part of the problem formulation for the standard EFI approach).
5. Case study

ACFA 2020 is a collaborative research project funded by the European Commission under the seventh research framework programme (FP7). The project deals with innovative active control concepts for ultra efficient 2020 aircraft configurations like the blended wing body (BWB) aircraft (see Fig. 7). The Advisory Council for Aeronautics Research in Europe (ACARE) formulated the “ACARE vision 2020”, which aims for 50% reduced fuel consumption and related CO₂ emissions per passenger-kilometer and reduction of external noise. To meet these goals is very important to minimize the environmental impact of air traffic but also of vital interest for the aircraft industry to enable future growth. Blended Wing Body type aircraft configurations are seen as the most promising future concept to fulfill the ACARE vision 2020 goals because aircraft efficiency can be dramatically increased through minimization of the wetted area and reducing of structural load and vibration by active damping in an integrated control law design (adopted from [1]).

The ability to distinguish between particular modes in measurement simply by optimization of appropriate sensor configuration is critical in this application due to the presence of more flexible modes in a narrow frequency range of 0–10 Hz. We cannot therefore rely on signal processing (filtering), and we have to think of a smart sensors configuration instead.

Fig. 14. Optimal sensor positions.

Fig. 15. Optimal sensor positions (red squares) plotted in required modes shapes (first mode shape—blue o and second mode shape—green o) and sensors reference positions with zero deflection (black x). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
The most significant modes of the aircraft are first symmetrical and anti-symmetrical wing bending modes (in frequency first and second modes). Shape of the first and second aircraft mode modeled in ANSYS can be seen from Figs. 8 and 9. The target mode shapes of these modes are plotted in Fig. 10. For all next considerations we will assume these modes to be controlled and then we need to maximize information content of these modes in measurement.

The second symmetrical and anti-symmetrical modes, also called engine modes (in frequency third and fourth modes) are considered as a non-controlled modes and we need to minimize information content of these modes in measurement. Shape of the third and fourth aircraft modes modeled in ANSYS can be seen from Figs. 11 and 12 and the target mode shapes are plotted in Fig. 13.

Results of optimization for case of first and second modes as required versus third and fourth modes to be rejected are plotted in Fig. 14. One can see that information content of required modes captured by this configuration of sensors is thousand times higher than information content of not-required modes (SNR approach 56 dB).

Selected sensors are superimposed into target mode shapes. One can see from Fig. 15 that higher deflections of wings during first symmetrical and anti-symmetrical bending modes are at more outboard positions. On the other hand, the nodes (zero deflection of wings due to particular mode) of the second symmetrical and anti-symmetrical wing bending modes are situated in the second third of wing lengths as can be seen from Fig. 16. Sensors location optimization therefore

![Fig. 16.](image1)

![Fig. 17.](image2)

results in positions near the most outboard nodes of the not-required modes.

The case of two highest modeled modes to be rejected is considered next. Last two modes in this case can be considered as a “high frequency noise” with defined spatial distribution to be filtered out by our OSP method. The 29th and 30th target mode shapes are plotted in Fig. 17.

Optimal sensors placement for the case of first symmetrical and anti-symmetrical modes versus last two symmetrical and anti-symmetrical modes is plotted in Fig. 18. Similarly as in the previous case, the most outboard sensors are involved due to nodes of not-required modes, but now also sensors in rear fuselage are selected. This behavior can be explained by comparison of target mode shapes plotted in Figs. 10 and 17. One can see a diving aircraft tail in case of first symmetrical wing bending mode and the fuselage rotation along longitudinal axis in the case of first anti-symmetrical wing bending mode (Fig. 10). On the other hand no deflection of fuselage occurs in 29th and 30th symmetrical and anti-symmetrical wing bending modes. This can also be seen from comparison of selected sensor sets superimposed into target mode shapes of required modes (Fig. 19) and undesirable modes (Fig. 20).

6. Conclusions

Novel approach to optimal sensors placement which takes into account the spillover issues has been presented in this paper. The information based approach was adapted, and a related effective algorithm was developed from the standard...
EFI procedure. Performance of the algorithm was assessed by means of a simple example and a Blended-Wing-Body aircraft case study.
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