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Abstract
In this thesis, numerical aspects of optimal control design for nonlinear systems are stud-
ied. The issues it tackles are inspired by questions that arise when designing a nonlinear
model predictive controller and a need of responding to numerous phenomena that can be
encountered during its operation.

The first part of the thesis deals with choice of optimization step for the underlying
local optimization routine. Various step length choices are investigated with respect to both
their convergence properties and the optimality of the resulting solution and, moreover,
expressions for determining search step length making use of information about either the
evolution of the optimization criterion value or the distance from the considered constraints
are provided.

In the second part, a task of specifying an appropriate optimization horizon is discussed
with three special cases elaborated in detail. At first, two approaches for measurement
feedback introduction are compared. The second case focuses on efficiency maximization,
considers the horizon itself to be an optimizable variable and provides two algorithms
tailored to this task. In the last case, three class-specific adaptive horizon formulas for
nonlinear model predictive controller decreasing its computational/memory demands are
proposed.

Presence of discontinuities in the optimal control task and robustification of the op-
timization algorithm against the corresponding negative effects constitute the topic of
the third part of the thesis. This part can be further split into two more specialized
ones—in the first of them, an algorithm based on a mid-processing iteration suitable for
discrete-valued input optimization is introduced while the second one contributes with an
algorithm capable of handling optimal control tasks including hybrid systems and non-
smooth/discontinuous objective function.

The last part of the thesis elaborates a comprehensive framework for overall op-
timization of production processes. The developed algorithm employs a rigorous re-
parameterization procedure and expresses the input profile as a parametric function of
continuous time, which enables to reduce the cardinality of the set of the optimized input
profile parameters. In addition to the commonly considered manipulated variables, the
proposed optimization routine adjusts also the initial conditions of the operated process to
exploit its full production potential.

Keywords:
Optimal control of nonlinear systems, nonlinear model predictive control, optimization

algorithms, quantized input optimization, control of hybrid systems, production-process
optimization.
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Abstrakt
V tejto práci sú študované numerické aspekty optimálneho riadenia nelineárnych systémov.
Problémy, ktoré rieši, sú inšpirované otázkami, ktoré vyvstávajú pri návrhu nelineárneho
predikt́ıvneho regulátora založeného na modeli, a potrebou reagovat’ na javy, s ktorými je
možné sa stretnút’ počas jeho prevádzky.

Prvá čast’ práce sa zaoberá výberom optimalizačného kroku pŕıslušnej optimalizačnej
rutiny. Sú vyšetrované rôzne vol’by d́lžky kroku s ohl’adom na ich konvergenčné vlastnosti
i optimalitu výsledného riešenia a navyše sú poskytnuté aj výrazy pre určenie d́lžky kroku
využ́ıvajúce informáciu bud’ o vývoji hodnoty optimalizačného kritéria alebo o vzdialenosti
od uvažovaných obmedzeńı.

V druhej časti je diskutovaná úloha špecifikovania vhodného optimalizačného hori-
zontu a tri špeciálne pŕıpady sú rozpracované do detailov. Najprv sú porovnané dva
pŕıstupy k zavedeniu spätnej väzby od merańı. Druhý pŕıpad sa zameriava na maxi-
malizáciu efekt́ıvnosti, uvažuje horizont ako optimalizovatel’nú premennú a poskytuje dva
algoritmy šité na mieru tejto úlohe. V poslednom pŕıpade sú pre určitú triedu navrhnuté tri
formuly pre adapt́ıvne nastavenie horizontu pre nelineárny predikt́ıvny regulátor založený
na modeli znižujúce jeho výpočtové/pamät’ové nároky.

Pŕıtomnost’ nespojitost́ı v úlohe optimálneho riadenia a robustifikácia optimalizačného
algoritmu voči odpovedajúcim negat́ıvnym efektom predstavujú tému tretej časti práce.
Táto čast’ môže byt’ d’alej rozdelená na dve viac špecializované: v prvej z nich je pred-
stavený algoritmus založený na medzispracujúcej iterácii vhodný pre optimalizáciu vstu-
pov s diskrétnymi hodnotami, zatial’ čo druhá prispieva algoritmom schopným poradit’
si s úlohami optimálmeho riadenia obsahujúcimi hybridné systémy a nehladké/nespojité
účelové funkcie.

Posledná čast’ práce vypracováva komplexný rámec pre celkovú optimalizáciu pro-
dukčných procesov. Vyvinutý algoritmus využ́ıva rigoróznu reparametrizačnú procedúru a
vyjadruje vstupný profil ako parametrickú funkciu spojitého času, čo umožňuje zreduko-
vat’ mohutnost’ množiny optimalizovaných parametrov vstupného profilu. Ako pŕıdavok
ku bežne uvažovanej optimalizácii manipulovaných premenných upravuje navrhnutá opti-
malizačná rutina aj počiatočné podmienky ovládaného procesu s ciel’om využit’ jeho úplný
produkčný potenciál.

Kl’́učové slová:
Optimálne riadenie nelineárnych systémov, nelineárne predikt́ıvne riadenie založené na

modeli, optimalizačné algoritmy, optimalizácia kvantovaných vstupov, riadenie hybridných
systémov, optimalizácia produkčných procesov.
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Chapter 1

Introduction and Motivation

Since the very earliest ages, people have been trying to solve everyday problems where more
than one option could come into account to achieve their own benefit—prehistoric groups of
hunters/gatherers had to choose the place of their current stay according to the availability
of the food and the risk of being attacked by another group, army commanders needed
to create sophisticated strategies to defeat the enemy troops with as little own casualties
as possible, farmers had to decide growing of which crop could bring the best profit.
Especially important are these problems and solving of them in the field of engineering
and economics—how shall an investor react to the stock market situation or what is the
most effective trajectory of a spacecraft to reach the Moon?

The aforementioned and many other tasks have much in common—if the problem is
well posed and feasible, there exists at least one choice that leads to the best achievable
result with respect to the desired objective that can be expressed as a more or less com-
plicated function of the decision variables. Moreover, these tasks need to be solved with
respect to many constraints that can also be formulated in a mathematical form either as
equalities, inequalities or other expressions. Way of solving such problems has attracted
many scientists and a number of effective approaches have been developed and formed into
a very wide area of mathematical optimization.

Coming out of the mathematical apparatus developed by Fermat, Lagrange, Newton
and Gauss, one of the first theoretical achievements in this field were made by George
B. Dantzig and Leonid Kantorovich as soon as during the first half of the 20-th century.
Shortly after the World War II., Richard E. Bellman invented Bellman equation while
Lev Semenovich Pontryagin formulated his maximum principle which both became cor-
nerstones of the optimal control theory. Since then, generations of mathematicians such
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as Karush, Kuhn, Tucker, Nemirovski, Shor and others have successfully addressed many
open problems in the optimal control theory and helped developing methods appropriate
for solving the optimization tasks.

Both in the area of industrial control and in the field of systems and control theory,
optimal control approaches are getting more and more popular. Essentially, it could be
said that if some problem can be formulated as an optimization task and the available
hardware allows for it, then the problem also is solved as an optimization task using the
available optimization techniques. Out of all branches of optimal control, Model Predictive
Control (MPC) is currently the most attractive one and it has become almost a synonym
for applied optimal control.

Early beginnings of this control branch can be dated back to late ’80s when an idea of
generalized predictive control was introduced [Clarke et al., 1987a], [Clarke et al., 1987b].
Soon, linear version of the MPC considering linear dynamics of the controlled system and
quadratic cost function penalizing sum of squares of control actions and reference tracking
errors over a prediction horizon with respect to equality/inequality constraints imposed
upon the inputs/states/outputs was introduced [Muske and Rawlings, 1993], [Maciejowski
and Huzmezan, 1997], [Morari and H Lee, 1999], [Camacho and Bordons, 2004]. Shortly
after that, the MPC has become one of the most frequently employed representative of the
optimal control applied in industrial practice with solidly growing number of applications
[Qin and Badgwell, 2003].

The need to push the number of online calculations as low as possible has led to
the concept of explicit MPC [Bemporad et al., 2002]. The main idea consists in offline
precalculation of the optimal control actions for the expected set of the state values and
parameterization of these inputs by the corresponding state values, which enables that
only simple table search is performed online. As one can note, the precalculation can be
either highly time-consuming or even impossible due to the curse of dimensionality for
larger systems, which is the main bottleneck of this concept.

While earlier, the linear MPC was the only version of the predictive control that was
computationally tractable in real operation, with the development of computational re-
sources and optimization techniques, more involved branches of predictive control have
been studied. For a wide variety of industrial applications, the area of nonlinear MPC
[Diehl et al., 2009], [Mayne, 2014] can be particularly attractive. Here, it should be noted
that although much effort has been spent in this area, the currently most advanced meth-
ods almost always introduce certain kind of approximation and linearization and having
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performed these simplifications, methods of quadratic or linear programming are employed.
In this way, a quick and computationally nondemanding solution of the optimization prob-
lem can be obtained, however, it can be expected that these approximations bring some
inevitable inaccuracies into the optimal control design which can degrade the controller
performance. Thanks to relocating the main computational power from the “online” world
to the “offline” one, explicit MPC for nonlinear systems (usually also considering inputs
quantization) has been studied with considerable interest [Grancharova and Johansen,
2009], [Grancharova and Johansen, 2012], [Chakrabarty et al., 2017]—however, the burden
for any problems except of those of smaller size is usually huge since the precalculation re-
quires that a mixed-integer nonlinear programming task be solved. A number of researchers
have focused on the implementational aspects of the optimization as well and automatic
code generation [Mattingley and Boyd, 2009], [Mattingley et al., 2010], [Houska et al., 2011]
has become very intensively used. Although these concepts are impressively successful in
general and the obtained codes are quickly processed and solved, their contribution can be
seen more in the area of implementation.

This thesis concentrates on practically motivated issues arising when a nonlinear model
predictive controller using certain local optimization routine is operated in real world envi-
ronment and focuses on both the development of new algorithms with extended/enhanced
functionality and on the improvement of the computational/memory effectiveness. Try-
ing to summarize all the mentioned issues, they can be expressed by a single question:
“how well will it (the controller) do?” This neatly compact and interestingly embracing
question sooner or later boils down to more specific ones such as “how good control per-
formance will be achieved?”, “how robust against certain phenomena will the controller
be?”, “how demanding will the deployment/use of the controller be?”, “how quickly will the
controller calculate input actions?”, “how much computational power and memory will it
need?” and uncountably many others—and it usually turns out the particular question is
more or less related to certain numerical aspect of the optimal controller. Therefore, this
thesis tries to provide algorithms yielding satisfactory answers to (some of) these questions,
namely it deals with the choice of the search step length for the underlying optimization
routine, develops algorithms robustified against influence of discontinuities (input quanti-
zation and discontinuous dynamics/discontinuous cost criterion are addressed), studies how
to choose/find optimization horizon that would be beneficial for achieving more attractive
control performance and decreasing computational/memory complexity and last but not
least, it introduces an algorithm optimizing the production process as a whole including
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minimization of the complexity of the solution and optimization of the initial conditions
of the process. The algorithms are verified by the means of in silico experiments and
compared with other possible alternatives.

1.1 Structure of the Thesis

This doctoral thesis takes the format of a thesis by publication, thereby it presents publi-
cations relevant to the topic of the thesis. This thesis format is approved by the Dean of
Faculty of Electrical Engineering by the Directive for dissertation theses defense, Article 1.

The rest of this thesis is organized as follows. In Chapter 3, the choice of search step for
local optimization routines is studied and several formulas for calculation of adaptive search
step are provided. Chapter 4 focuses on the optimization horizon and its influence on both
the observed control performance and the computational/memory demands of the optimal
controller designed to optimize over the chosen horizon. In the corresponding subchap-
ters, algorithms for adaptive horizon calculation are introduced. In Chapter 5, algorithms
dealing with optimal control problems involving discontinuous phenomena—namely ma-
nipulated input quantization and discontinuous dynamics/optimization cost function—are
presented. A novel approach to overall production-process optimization combining repa-
rameterization of the input profile and joint parametric optimization of the input profile
parameters and process initial conditions is proposed in Chapter 6. The thesis is concluded
by Chapter 7 where the contributions of the thesis are summarized and potential future
work is outlined.
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Chapter 2

Contributions

The research conducted by the author summarized in this thesis was strongly motivated
by the effort to provide solutions for chosen real-world problems related to or directly
resulting from nonlinear nature of many systems/tasks a control engineer might encounter
and certain phenomena accompanying process of optimal control design in such cases.

As such, the contributions of this thesis can be divided into the following parts corre-
sponding to the main phenomena they are devoted to:

1. Choice of optimization step

For non-convex optimization tasks, the choice of search step size for the underlying
optimization routine is a highly delicate task since it affects not only the computa-
tional burden and the convergence speed but also the resulting control performance
quality. In this thesis, various alternatives (namely constant steps, steps based on
quadratic approximation and those performing exact line search) are studied, tested
on a set of in silico experiments and compared. Moreover, several adaptive formulas
(logarithmic, approximating second difference of Hamiltonian and exploiting sigmoid
function of optimization constraints) for calculation of search step length are pro-
posed. More details about this partial contribution are provided in Chapter 3 and
publications of the author referenced therein.

2. Optimization horizon

Majority of applications of optimal control (either for linear or nonlinear systems)
consider the optimization horizon to be constant and chosen a priori. As shown later
in this thesis, this can lead to either compromising on control performance compared
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with the actually achievable potential or to unnecessarily high time/memory con-
sumption of the designed governor. Chapter 4 of this thesis elaborates on the choice
of optimization/prediction horizon with the emphasize put on i) feedback introduc-
tion, ii) optimality in case of effectiveness maximization and iii) reduction of the
computational/memory complexity with certain behavior guarantees.

3. Robustification against discontinuity effects

Extensive use of digital control subsystems and a persistent effort to decrease the
communication traffic gives rise to a situation that the manipulated inputs can be
only discrete-valued or belong to a finite values set. Seemingly completely different is
the problem of controlling systems with discontinuous dynamics such that a piecewise
continuous cost criterion is minimized. The common denominator of both cases is the
presence of certain discontinuity complicating the process of optimal controller design
and either leading to a mixed-integer nonlinear programming task formulation or use
of various approximations/assumptions. In this thesis, two enhanced variants of the
Hamiltonian-based gradient optimization method are provided. The first of them is
tailored to discrete-valued inputs optimization, its computational time consumption
is almost the same as that of the continuous-valued optimization and it consider-
ably suppresses the initially observed oscillations of the input profiles. The second
one deals with the task of controlling nonlinear systems with hybrid dynamics min-
imizing piecewise continuous criterion, provides noteworthy improvement in control
performance compared with the approximated solution and requires only a fraction of
computational load of the approaches solving mixed-integer nonlinear programming
task. The contributions to this particular subtopic are presented in Chapter 5.

4. Production-process optimization

Chapter 6 introduces a novel comprehensive algorithm embracing the optimization of
the production processes as a whole. Consisting of several stages, during one of them
it performs a reparameterization of the input profile in (continuous) time enabling
reduction of the cardinality of the set of optimizable input profile parameters and
thus also decrease of the computational demands. Additionally, a joint parametric
optimization of the process initial conditions and input profile parameters executed
during another stage enables the algorithm to exploit the full available potential of the
production process and brings substantial gain compared with alternative strategies.
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Chapter 3

Choice of Optimization Step

The first part of this thesis focuses on the choice of the optimization step and its influence
on the convergence of the optimization routine and on the quality of the obtained solution.

Very often, gradient-based philosophy is used to solve the problems of optimal control
design for nonlinear systems and the resulting nonlinear programming tasks. At the very
beginning, it should be mentioned that these tasks might be—and usually also are—non-
convex. Although a sophisticated choice of the search step length might contribute to
achieving an attractive and satisfactory behavior in such situations, only very little guar-
antees can be provided, if any. Nevertheless, freeing oneself from these sorrowful visions,
a number of rules for choosing the length of the search step can be come up with. The
very simplest choice is a constant step with the biggest advantage of not presenting any
further computational burden on the optimizer. Unfortunately, the corresponding con-
vergence might be slightly questionable. Another option is to use diminishing steps that
gradually decrease with iterations. They possess good theoretical convergence properties,
but must be handled carefully to prevent the optimizer from converging to non-stationary
points. Last to be mentioned are various rules for successive reduction of the step size
based on decreasing the step by a chosen factor until cost function decrease is achieved.
Further rules, formulas and nice discussions on this topic can be found in [Himmelblau,
1972], [Bertsekas, 1999], [Zhou et al., 2006], [Yuan, 2008], [Bazaraa et al., 2013] or in [Kuhn
and Tucker, 2014] and other works mentioned therein.

In [A.1], an example of optimal control of penicillin production was considered as prov-
ing ground to test and compare several variants of the gradient optimization search step
choice. Being the very first and simplest of them with search steps remaining constant over
the whole process of optimization, a family of fixed search steps containing several mem-
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bers chosen from a certain range of values was inspected. As another option, a parabola-
minimizing steps family was evaluated coming out of an assumption that having computed
the gradient, the optimization criterion in that direction could be expressed as a quadratic
function of the step length. Last of all, an exhaustive line search over a vector of steps
was executed when applying members of general-curve-minimizing family with the steps
being spaced either linearly or logarithmically and in both cases, a quasi-convexity as-
sumption could be added as well. The comparison carried out in [A.1] revealed that the
best convergence rate was provided by parabola-minimizing steps, yet, this family was also
sensitive to meta-parameters setting and for some of its members, the convergence was not
achieved. Moreover, the values of the cost function were the lowest among all the inspected
families. On the other hand, the individuals executing exact line search (i.e. members of
the general-curve-minimizing family) were the most successful in search for the optimal
value since on average, their achieved cost function values were the highest, however, this
was ransomed at the price of slowest convergence.

Although the most detailed discussion about the size of the search step was given in
[A.1], careful search step choices had to be made in all other publications of the author
of this thesis. For the problems that did not require a more advanced solution, constant
search step was employed [A.8], [A.9], [A.10], [A.11]. Here, it should be mentioned that the
last of them represents also another contribution of this thesis and is provided in Chapter
4.1. Solving more involved optimization tasks, several alternatives represented by adaptive
search step formulas were employed. In these situations, the step size was required to be
i) smaller for bigger gradients (to prevent jumping out of steep but narrow “valleys”) and
also ii) larger for tiny gradients (to whiz through “plateaus” in the optimization space).
[A.5] and [A.6] used search step being proportional to inverse of the second difference of the
Hamiltonian with respect to the optimized input profile. To eliminate potential numerical
issues, the search steps were projected on a predefined interval of admissible values. In
[A.2] and [A.3], another adaptive search step approach was introduced and successfully
applied—in this case, the search step was calculated using a logarithm of the cost function
decrease reached in the previous iteration. Since [A.2] contributes to a different part of this
thesis as well, its full text is provided in Chapter 5.1. Likewise, [A.3] studies also another
subtopic covered in Chapter 5.2 and can be found therein. Last but not least, another
original alternative search step length choice was proposed in [A.13]. Here, it should be
mentioned that although not dealing exactly with optimal control for nonlinear systems,
the solved optimization task was highly nonlinear due to the nature of the optimization
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criterion and supplementary constraints and therefore, the two optimization tasks can
be identified to be essentially the same. The search step choice itself was based on a
sigmoid function—hyperbolic tangent in particular—of the distance from the boundary of
the feasible region and offered an elegant way to handle constraints. Unlike the traditional
interior point methods where the gradient of the constraint is exploited to “push” the
solution away from the boundary, this approach only slows down (and eventually stops)
the progress in those directions that are likely to cause constraints violation.

As already mentioned, the most detailed discussion related to this part of the thesis
was presented in a dedicated section in [A.1] following on the next page. For the second-
difference-approximation adaptive formulas, the readers are warmly referred to [A.5] and
[A.6], the logarithm-based search step expressions can be found in [A.2] in Chapter 5.1
and in [A.3] in Chapter 5.2, and for the constraints-dependent search step, [A.13] should
be consulted.
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Abstract Since their discovery, fermentation processes

have gone along not only with the industrial beverages

production and breweries, but since the times of Alexander

Fleming, they have become a crucial part of the health care

due to antibiotics production. However, complicated

dynamics and strong nonlinearities cause that the produc-

tion with the use of linear control methods achieves only

suboptimal yields. From the variety of nonlinear approa-

ches, gradient method has proved the ability to handle these

issues—nevertheless, its potential in the field of fermenta-

tion processes has not been revealed completely. This paper

describes constant vaporization control strategy based on a

double-input optimization approach with a successful

reduction to a single-input optimization task. To accomplish

this, model structure used in the previous work is modified

so that it corresponds with the new optimization strategy.

Furthermore, choice of search step is explored and various

alternatives are evaluated and compared.

Keywords Optimal control � Nonlinear systems �
Fermentation process � Gradient method optimization �
Antibiotics production

Introduction

Rapid increase of the industrial productivity of antibiotics

that might be witnessed during the last few decades is

basically owed to a massive improvement of production

technologies rather than to a sophisticated control back-

ground. As a consequence, only suboptimal operation

manners have been involved with final product concen-

trations deep below maximum reachable values. The

important next step is to consider and carefully analyze all

advantages and disadvantages of the used control strategy.

A wide variety of ways how to operate the input feed flow

(which influences the formation of the final product espe-

cially by the amount of the substrate nutrient supplied to

system through it) has been discussed in literature so far.

As an initial attempt, one can consider indirect feedback

methods for nutrient feeding based on pH or dissolved

oxygen measurements [1]—the substrate concentration is

then maintained at predetermined setpoint by either a

simple open-loop controller [2] or an on/off [3] or a PID

type controller, followed by fuzzy approaches which

appeared in the 1990s [4] and have been revitalized at the

beginning of the millennium [5]. However, the most

impressive results have been reached using model predic-

tive control (MPC) approach. Several studies describing

the MPC control of bioprocess, in general [6–10], and

penicillin production, in particular [11, 12], can be found.

The main drawback of this method is the fact that it is

usually performed either with an approximately or exactly

linearized mathematical model of the controlled process.

Approximate linearization performed at certain operating

point [7] can be invalid for operating points far away from

the original one (and it is known that the operating points

range varies a lot during the cultivation). Moreover, no

stability assumptions can be made for closed-loop control
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based on the approximate models obtained at each step and

even one unstable model obtained by approximate linear-

ization can degrade the MPC performance vastly. Exact

linearization blows all these problems away—unfortu-

nately, in the area of fermentation processes, the existence

of exact linearization is rather rare and occasional. There-

fore, a proper alternative is needed—gradient descent

method which has already proved encouraging results in

various research areas [13–15] is a strong candidate as it

can handle even a nonlinear process model very effec-

tively. The crucial points for this model based method are

the availability of a mathematical model describing the

biochemical process and determination of an adequate cost

functional to be optimized.

The aim of this paper is to continue the previous efforts

of the authors in [16], where they consider the single-input

model with the input being the feed flow. The first

attempts to consider a non-nutrient input and use different

strategies for the double-input model were presented in

[17], while the comparison of both the so-called quasi-

double-input and the true-double-input strategies was

performed in [18]. Based on that, the present paper goes

deeper into the strategy used in [17] and studies further its

efficiency both from the biotechnological and the numer-

ical point of view. In the current paper, gradient search

step choice is discussed and three alternative families are

provided: (i) fixed step family, (ii) parabola-minimizing

step family, and (iii) general-curve-minimizing step fam-

ily. Each of the mentioned families contains more mem-

bers whose results are later compared with respect to the

following criteria: optimality, iterations-to-converge and

time-to-converge.

The paper is organized as follows: ‘‘Model of the

fermentation process’’ introduces nonlinear dynamical

model of the fermentation process which is used for the

optimization purposes. The penicillin cultivation is chosen

to represent the fermentation processes, modification of

the previously used model (which is crucial for the use of

new control strategy introduced later in this paper) is

explained. In ‘‘Optimal control design’’, the optimization

issues of the final product concentration maximization

including the constraints specification are formulated. The

gradient method is introduced, its theoretical background

is clarified and having done the necessary problem order

reduction, the used control strategy is proposed. In

‘‘Optimization results’’, results of constant vaporization

strategy are presented, compared to those obtained using

strategy presented earlier and discussed. ‘‘Choice of gra-

dient search step’’ introduces search step families and

brings a brief description of particular family members,

while ‘‘Results with enhanced search step choice’’ sum-

marizes the results of the numerical experiments for

different step choices and comments upon them. ‘‘Con-

clusions’’ concludes the paper.

Model of the fermentation process

Let us consider a penicillin cultivation [12, 16, 19]

described by the following model:

dV

dt
¼ u� Vk e

w
Topt�Tf
Tb�Tf � 1

� �
;

dCX

dt
¼ ðl� KDÞCX �

dV

dt

CX

V
;

dCS

dt
¼ �rCX þ

CS;inu

V
� dV

dt

CS

V
;

dCP

dt
¼ pCX � KHCP �

dV

dt

CP

V
:

ð1Þ

Here, V (l) refers to cultivation broth volume, CX (gl-1)

represents biomass concentration, CS (gl-1) stands for the

limiting substrate concentration (let us consider carbon to

be the limiting substrate), and CP (gl-1) represents the final

product (penicillin) concentration. The substrate feed flow

rate u (lh-1) is the operated input.

Parameters k (h-1), and w (-) are specific vaporization

constants, Topt (K) represents empirically obtained optimal

operational temperature (see [20]), and Tf (K) and Tb

(K) refer to the freezing and the boiling temperature of the

broth, respectively, which are considered to be the same as

those of the water [12].

A simple constant term KD (h-1) models biomass death

kinetics, while the total of specific biomass growth

rate l (h-1) and the specific production rate p (h-1)

weighted by biomass-on-substrate yield coefficient YX/S and

the product-on-substrate yield coefficient YP/S gives specific

substrate consumption rate r (h-1):

r ¼ Y�1
X=Slþ Y�1

P=Sp:

In this paper, Contois kinetics of the biomass growth [21]

and Haldane kinetics [22] of the product formation are

considered, which results in the following expressions for

the l and p:

l ¼ lmax

CS

KXCX þ CS

; p ¼ pmax

CS

KP þ CS þ C2
S=KI

; ð2Þ

where lmax (h-1), pmax (h-1) are the maximum specific

growth and production rates, KX (-) is the Contois satu-

ration constant, KP (gl-1) is product formation saturation

constant and KI (gl-1) is inhibition constant for product

formation.

Input substrate concentration CS,in (gl-1) reflects the

effect of the input flow u on the substrate concentration CS.

Finally, penicillin hydrolysis is modeled by a degradation
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constant KH (h-1). At this point, more interested readers

are referred to [19] and [12] where the model is described

in more detail.

Now, let us assume that the cultivation volume V can not

only be increased by exogenous input u, but a volume

withdrawal can be performed as well. This requires a new

input variable to be introduced and the volume differential

equation changes into:

dV

dt
¼ u1 � Vk e

w
Topt�Tf
Tb�Tf � 1

� �
� u2; ð3Þ

where u1 corresponds with the old input variable, and

u2 (lh-1) stands for volume withdrawal. The resulting

scheme of the cultivation tank is shown in Fig. 1.

From the practical point of view, the introduction of the

volume withdrawal brings several advantages—firstly, the

engineer can control the tank volume and the tank overflow

can be prevented. In industrial practice, this is often the

main reason of introducing the effluent flow; however, the

withdrawal is usually controlled ad hoc (if the volume

reaches chosen level, certain part of the broth is with-

drawn). The approach presented in this paper and described

in detail in the following section takes the volume with-

drawal directly into account and exploits it in favor of final

product concentration maximization. Secondly, all the state

variables are present in the withdrawn broth which can be

exploited for state variables measurements (which in many

cases of cultivations is performed manually) and cultiva-

tion analysis.

This little change of volume differential, however, effects

the differential equations of other state variables as well. Let

us remind that the state variables are in form of concentration

which cannot be increased nor decreased by volume with-

drawal. Therefore, terms including volume differential

should be modified as follows: dV=dt! dV=dt þ u2.

For the needs of optimization and to follow the

conventional notation, let us rewrite the extended

model (1) into the ordinary form using xT ¼ x1; . . .; x4½ � ¼
V;CX;CS;CP½ � and uT ¼ u1; u2½ �:

_x1 ¼ u1 � kðew
Topt�Tf
Tb�Tf � 1Þx1 � u2;

_x2 ¼ lmax

x3

KXx2 þ x3

� KD

� �
x2

� u1 � k e
w

Topt�Tf
Tb�Tf � 1

� �
x1

� �
x2

x1

;

_x3 ¼ �
lmax

YX=S

x3

KXx2 þ x3

þ pmax

YP=S

x3

KP þ x3 þ x2
3=KI

� �
x2

þ CS;inu1

x1

� u1 � k e
w

Topt�Tf
Tb�Tf � 1

� �
x1

� �
x3

x1

;

_x4 ¼ pmax

x3

KP þ x3 þ x2
3=KI

x2 � KHx4

� u1 � k e
w

Topt�Tf
Tb�Tf � 1

� �
x1

� �
x4

x1

: ð4Þ

For the better comprehension of the model, let us introduce

a brief description of the model and an explanation of the

phenomena typical for the penicillin cultivation.

The first differential equation describes the change of

the volume profile. The increase of the volume happens

due to the presence of the first input u1 and it is decreased

either applying the second input u2 or in a very natural way

due to the vaporization expressed by the vaporization term.

Like every other living organism, the biomass repro-

duces and dies—in the model (4), the increase of the bio-

mass concentration is described by the reproduction term

represented by biomass growth rate l, while the decrease

of biomass concentration follows from biomass death

modeled by a constant death rate KD. Except of these

physiological ways of growth and decay, the biomass

concentration is affected in a slightly ‘‘artificial’’ way—

thanks to the vaporization, the biomass concentration

increases while the volume increase (caused by the feed

poured into the tank) leads to its decrease.

The ‘‘fuel’’ (essential nutrient) which is consumed by the

‘‘driving engine’’ of the whole bioprocess (biomass) is rep-

resented by the substrate concentration. It is crucial not only

for keeping biomass alive but also for the product formation.

Both of these consumption phenomena are described by the

third state differential equation including the yield constants

YX/S and YP/S. Moreover, dual impact of input feed flow on

substrate concentration can be observed—the input feed

flow increases the substrate concentration (via qualitative

constant of the feed CS,in) and, on the other hand, the level of

the substrate concentration in the broth is decreased due to

dilution. Following from the concentration character of the

third state variable, the vaporization term is included in its

differential equation as well.

Product concentration (the most attractive variable from

the industrial point of view) is increased at production rate

p which, however, is completely different from the growth

rate l. This reflects different phases of the microorganismsFig. 1 Scheme of the cultivation tank
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life—at certain phase, either the biomass reproduction or

the product formation is preferred. Hydrolysis of the pen-

icillin is modeled by constant term KH, while the last two

terms are related to the concentration nature of the fourth

state variable.

The model (4) is adapted to the newly proposed constant

vaporization strategy described in the next section, and it is

further used in the optimization procedure as the repre-

sentant of the controlled system behavior.

Optimal control design

In [16], an optimal feeding strategy coming out of a pro-

jected gradient method has been introduced. Theoretical

complication given by the state dependence of the input

saturation has been successfully addressed, and assumption

on sufficiently large cultivation tank volume has been

made. However, in industrial application, the cultivation

tank may be filled up with a such large initial volume that

application of the computed input feed flow rate leads to

the tank overflow in short horizon. A perspective-offering

solution to this problem has been tackled in the previous

section. Here, we propose a way to operate the second

input which can bring interesting results improvement.

Constant vaporization strategy

Applying another exogenous input u2, one can avoid tank

overflow, yet another problem occurs. A thoughtful reader

has surely already noticed that having introduced two input

variables, the first differential equation of mathematical

description of the system does not comply with physical

laws. It can be shown that at certain point the volume can

reach zero value and further withdrawal can theoretically

cause negative volume, which is physically impossible.

One way of avoiding this is to set a dynamical constraint on

the second input u2 which ensures that at the point of zero

volume V, the withdrawal does not exceed the inlet flow.

However, looking at the issue from the engineering point of

view, it is not either convenient to decrease the volume

below certain too low value, as the final product amount

equals to concentration CP multiplied by the volume V.

Let us introduce an idea leading to a strategy solving the

sketched negative volume difficulty. It consists in an

assumption that the second input u2 is used to compensate

the effect of the first input u1 on the volume V. From the

first differential equation of model (4), it is obvious that the

volume is affected by feed flow rate u1, volume withdrawal

rate u2 and by natural vaporization described by the middle

term. The key idea of the constant vaporization strategy is

that we require the volume to be just naturally vaporizing

without any other dynamical response to the exogenous

signals—from the first differential equation of the model

(4) which (in agreement with the requirement for constant

vaporization of the broth) should be equal to vaporization

term only, the second input u2 can be calculated directly as

u2 = u1, which results in _x1 ¼ �Kvapx1 where Kvap is the

overall vaporization constant, Kvap ¼ kðexpðw Topt�Tf

Tb�Tf
Þ � 1Þ.

Let us note that the sketched idea of double-input problem

simplification is also described in [18] where except of

quasi-double-input strategies, the true-double-input strate-

gies performing complete optimization with both inlet and

outlet flow inputs are described and compared.

Following the above mentioned strategy, the inlet flow

stays the only optimization variable and the system

description of the original process given by (4) changes

into the following model with reduced input set:

_n1 ¼ �Kvapn1;

_n2 ¼ lmax

n3

KXn2 þ n3

� KD

� �
n2 � t� Kvapn1

� � n2

n1

;

_n3 ¼ �
lmax

YX=S

n3

KXn2 þ n3

þ pmax

YP=S

n3

KP þ n3 þ n2
3=KI

 !
n2

þ CS;int
n1

� t� Kvapn1

� � n3

n1

;

_n4 ¼ pmax

n3

KP þ n3 þ n2
3=KI

n2 � KHn4 � t� Kvapn1

� � n4

n1

:

ð5Þ

State vector n corresponds to the original state vector,

n ¼ n1; . . .; n4½ �T¼ V ;CX;CS;CP½ �T while t represents inlet

feed flow rate.

Model (5) supplemented by the corresponding model

parameters (Table 1) provides an engineer with a tool to

Table 1 Model parameters

Parameter Value

lmax 0.11

pmax 0.004

KP 0.1

YX/S 0.47

KD 0.0136

KX 0.06

KH 0.01

YP/S 1.2

CS,in 500

Kvap 6.23 9 10-4

KI 0.1

Topt 298

Tf 273

Tb 373
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design the optimal control minimizing a properly chosen

criterion.

Optimization task formulation

From the optimization point of view, penicillin production

optimization can be viewed as fixed initial state, free time

interval and free final state issue. Without any loss of

generality and due to upper cultivation duration constraint,

let us now consider multiple optimization routines with

fixed time intervals of length tend 2 f200; 300; 400; 500g.
This helps us to simplify the optimization procedure and

avoid difficulties with general time interval solution.

For the optimization purpose, the objective functional

reflecting the optimization effort needs to be formulated

mathematically. From the industrial point of view, two

quite antagonistic goals can be chosen—both the quantity

(represented by the amount of the product) and the quality

of the final product (represented by its concentration in the

cultivation broth) can be desired to be maximized. It can be

intuitively seen that following only one of these optimi-

zation directions, two extremes are reached neither of

which is preferable. Maximization of product amount

(without any concentration check) can end up with an

extremely large volume containing only a very low level of

penicillin concentration, while maximization of concen-

tration (without any volume limitation) can lead to a highly

concentrated tiny-volumed broth. Without doubt, the

quality of the final product is the factor affecting the

duration of the product post-processing and subsequently

also the efficiency of the whole industrial process cru-

cially—the more concentrated the broth is, the shorter post-

processing procedure is needed and, therefore (assuming a

very common situation in the industrial practice with

multiple cultivation tanks, but only a limited number of

post-processing machines available), the cultivation can be

repeated more frequently which can positively influence

the overall productivity. Moreover, the maximization of the

product concentration is very often directly requested in the

industrial practice—if some product amount is guaranteed,

the industrial companies are usually interested in obtaining

the product of highest possible quality. Taking the high-

quality-product requirements into account, concentration

maximization (also considered in [12, 23–25] and many

other papers) is chosen to be the preferred optimization

criterion. However, it has been already mentioned that the

absence of volume limitation can results in a small vol-

ume—these issues are in detail handled in [18] where in the

true-double-input cases, the volume constraints are applied.

In the case considered in this paper, the effect of vapori-

zation phenomena is not critical enough to degrade the

control performance and therefore, no volume limitations

need to be considered.

As the main goal is to maximize the final product con-

centration, the following criterion in the Mayer form is

formulated:

J ¼ �n4ðtendÞ; ð6Þ

where J denotes the criterion for the constant vaporization

strategy.

Regarding state optimization constraints, it can be

shown that the model (5) satisfies physical constraints

(state variables nonnegativity) and no further attention is

necessary to be paid to low state constraints. Moreover,

constant vaporization strategy eliminates the need for

upper volume constraint handling. Thus, input saturation

constraint 0 B t B Umax and input piecewise constant

character dt/dt = 0 for ml� t\ðmþ 1Þl; m ¼ 0; 1; . . .
(accomplished by sampling of the inputs t with sampling

period l = 4 h) are the only static constraints related to this

optimization task.

Having properly defined the system equations, the input

constraints and the objective functional, the optimization

problem for t 2 t0; tend½ � (without any loss of generality, let

us consider t0 = 0 h) can be summarized:

t�ðtÞ ¼ arg min
tðtÞ
J nðtÞð Þ ð7Þ

such that the following constraints hold:

_nðtÞ ¼ f ðnðtÞ; tðtÞÞ;
nðt0Þ ¼ n0;

0� tðtÞ�Umax:

ð8Þ

Here, f ðnðtÞ; tðtÞÞ refers to the model (5). The values of n0

and Umax are summarized in Table 2.

Nonlinear gradient method

This method belongs to the family of the optimal control

methods [26]. For the problem stated by (7) and the con-

straints given in the form of (8), the optimal input t* is

searched iteratively. First of all, the initial input vector t0 is

estimated (in our case, zero vectors have been chosen).

Then, the following procedure is applied:

t�kþ1 ¼ t�k � a
oJ
ot

; ð9Þ

Table 2 Optimization constraints

Parameter Value

n1,0 To be specified

n2,0 1.5

n3,0 6

n4,0 0

Umax 0.05
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where k ¼ 0; 1; 2; . . . is the number of the iteration, and a is

the search step parameter whose choice is described later.

Here it should be noted that direct calculation of oJ =ot is

quite complicated due to the fact that n4 depends on t via a

differential equation. Therefore, let us rather introduce

Hamiltonian H in this general form:

H ¼ Lþ pTf : ð10Þ

Here, L represents the integral penalty of the optimized

criterion, f refers to the model (5), and p is the adjoint state

vector solved back in time. As our criterion J does not

contain the integral penalty, the Hamiltonian turns into the

following form:

H ¼ pTf : ð11Þ

To compute the gradient of (6) with respect to t(t), set first:

� _p ¼ oH
on

;

_n ¼ oH
op

;

nðt0Þ ¼ n0;

pðtendÞ ¼ �
d/
dn
jt¼tend

� �
;

ð12Þ

where / is the terminal term of the optimization criterion.

In our case, / ¼ �n4ðtendÞ from which it follows

p(tend) = [0, 0, 0, 1]T. It can be shown (mathematically

rigorous proof is beyond the scope of this paper) that

oJ =ot ¼ �oH=ot—thus, gradient oH=ot can be used in

iterative procedure (9), which changes into:

t�kþ1 ¼ t�k þ a
oH
ot

: ð13Þ

At this moment, a constant search step parameter has been

chosen a = 0.002. Examination of another step choices is

provided in the following section. Input saturation con-

straint is handled by mapping the iterated input vectors tkþ1

on an admissible input sets !admiss ¼ ft; 0� t�Umaxg by a

simple saturation. Requirement of piecewise constant nat-

ure of the input t is satisfied by sampling with sampling

period l = 4 h.

The iterative procedure described by (13) terminates at

the moment when the improvement obtained at the (k ? 1)-

st iteration is less than a chosen tolerance compared to the

k-th optimization iteration result.

Optimization results

In this section, results obtained by the constant vaporiza-

tion strategy are presented and compared to those obtained

by the original one-input gradient method optimization

(CG) presented in [16] and constant volume strategy which

instead of natural vaporization keeps the volume constant.

The latter one is described in [17] and [18]. The optimi-

zation results have been simulated with the penicillin cul-

tivation model in MATLAB environment.

Strategy results comparison

First, the constant vaporization (CVap) strategy has been

tested on simulations with initial volume V0 = 7 l and

compared to the constant volume (CVol) strategy. Figure 2

shows very satisfactory cultivation results and reveals a

slight superiority of the CVap strategy. It is due to the fact

that the effect of input feed flow is inversely proportional to

the actual amount of the broth in tank. While the effect of

the input feed flow is always the same with the constant

volume strategy, with the constant vaporization its positive

influence improves as the volume decreases with time.

Next, from the picture, it is obvious that the cultivation

period that contributes to the final product concentration

CP(tend) the most takes approximately the last 75 h. A rapid

product concentration increase can be observed during this

period; however, the biomass concentration decreases

badly. This has a simple biological explanation—as can be

seen from the characters of both l and p (see Eq. 2),

increasing one of them, the second one decreases, which

corresponds to the fact that either the biomass population

growth or the penicillin production is being preferred at the

very same time.

Volume dependency

Next, the CVol and CVap strategies have been tested on

multiple simulations with various initial volume V0. Initial

volume conditions have been chosen as linearly increasing,

V0ðlÞ ¼ 7þ 3k; k 2 f0; 1; . . .; 10g.
Looking at the Fig. 3, it can be seen that with increasing

V0, final product concentration CP(tend) decreases for both

the strategies which can be (once again) explained as the
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consequence of the inverse proportional effect of the actual

initial volume. On the other hand, the total amount of

product P increases with initial volume V0 increase. This is

due to the fact that the total product amount P is propor-

tional not only to product concentration CP but also to

broth volume, P = CPV. From this point of view, the

constant volume strategy is able to obtain better results as

the volume is held constant—with the constant vaporiza-

tion, the volume decreases steadily and, thus, the total

amount of product at tend is lower than with the CVol

strategy. Nevertheless, comparing the quality of the culti-

vation in the sense of the product concentration, CVap

strategy is the more succesful candidate.

Yet, another interesting tendency is to be observed from

Fig. 4—it is a convergency of input profiles to a high-

saturation-valued vector with V0 increase. From techno-

logical point of view, this is caused by the increase of

V0/Umax ratio—the higher the volume is, the more feed is

needed to keep the whole system developing and the higher

the V0/Umax ratio is, the longer a high-saturated input must

be applied.

To inspect the effect of various V0 in more details,

another set of simulations has been performed; however,

with a constant ratio V0/Umax = 7/0.05. The initial volume

V0 has been set linearly growing as in the previous simu-

lation set.

Figure 5 shows that holding the V0/Umax ratio fixed, CP

profiles aggravation (namely the final product concentra-

tion decay) for CVol strategy is not as drastic as in the

previous case and, moreover, the CP profile for CVap

strategy does not change at all. However, this is to be

expected as with fixed V0/Umax ratio and the same initial

concentrations, the system parameters does not change at

all and the system with higher V0 is an exact scale-up of the

lower V0 one. The scale-up claim is supported by the

Fig. 6, where input profiles for various V0 are shown and it

is obvious that the dynamical character of the CVap input

profile remains the same and the vectors are multiplied by

the V0/Umax ratio.

Cultivation length dependency

As has already been mentioned, cultivation length is con-

sidered to be constant, yet it can be chosen from a set

{200,300,400,500} h. Figure 7 compares cultivation with

classical gradient method (presented in [16]) to the CVol

and CVap strategy, respectively. For every chosen culti-

vation length, it is obvious that the CVap strategy achieves

better results than the other ones and the product concen-

trations at the final time CP(tend) are higher.
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Looking at the Fig. 8, convergence of input profiles to a

certain ‘‘superprofile’’ can be seen. Similar kind of con-

vergence has already been mentioned in [15] as well.

However, although the profiles are stable backward in time,

they do not settle down at the same value (here, we assume

settling down in negative march of time). In negative time,

CG method settles down on a zero value, while CVol and

CVap strategies obtained the input profiles settle down on

upper saturation. The fact that volume is held constant

(constantly decreasing, respectively) by the second virtual

input (virtual due to the fact that it is not considered in

optimization) and it cannot dynamically aggravate the

product concentration profile enables to deliver more feed

into the cultivation tank without negative effect of volume

increase and, thus, with better fed biomass population, the

product concentrations obtained at the end of the cultiva-

tion are higher.

Choice of gradient search step

In the previous sections, constant search step a has been

assumed. Although gradient methods are able to find the

(closest local) optimum, in industrial practice the quality of

the solution (product concentration at final time) is of

similar importance level as the promptness of the optimi-

zation algorithm (which is nothing but the convergence

property). Convergence speed of the gradient method is

directly related to the choice of the step with which the

descent is performed—in this section, various families of

gradient search steps with the effort to find the best one are

investigated and evaluated. Let us remark that this evalu-

ation can be performed and generalized for other strategies

as well.

I Fixed step family (FSF)—the first and the simplest family

contains search steps a which are constant over the whole

duration of optimization. These steps are chosen as

aq ¼ q� 10�4; q 2 f1; 2; . . .; 10g. Fixed search step

family members are then denoted as Faq, e.g., F1e-3

stands for fixed step approach with a = 1 9 10-3.

II Parabola-minimizing family (PMF)—this family uni-

fies approaches looking for step ak as a minimum of

parabola. The main idea is that (having computed the

gradient oHk=ot at the k-th iteration of the procedure

described by (13)) the value of optimization criterion at

this iteration J k is assumed to be a quadratic function

of the step a,

J kðaÞ ¼ K2;ka
2 þ K1;kaþ K0;k: ð14Þ

Under this assumption, the minimum of this parabola

can be found analytically choosing three different steps

½aa; ab; ac�, computing the corresponding values

½J kja¼aa
;J kja¼ab

;J kja¼ac
� for input vectors tk�1þ

aaoHk=ot; tk�1 þ aboHk=ot and tk�1 þ acoHk=ot
and determining coefficients K0,k, K1,k, K2,k. As

the parabolic approximation of the criterion J k might

be inaccurate in certain cases, we consider a set of

triplets ½aa; ab; ac� at which the criterion is evaluated as

follows:

½aa; ab; ac� ¼ ½0� abas; 1� abas; 2� abas�;

abas ¼
q

2
� 10�4; q 2 f1; 2; . . .; 8g:

ð15Þ

Let us note that with aa ¼ 0; J kja¼aa
¼ J k�1. With

this choice, one third of computational effort can be

spared. The search step ak which is then applied at the

k-th iteration is computed as

ak ¼ arg minðK2;ka
2 þ K1;kaþ K0;kÞ: ð16Þ

From now on, members of parabola-minimizing step

family are denoted as Pmq, e.g., Pm7 represents

approach where abas ¼ 7
2
� 10�4.

III General-curve-minimizing family (GCMF)—approaches

performing exhaustive line search are grouped in this

family. Two different sub-branches are explored: (1) a

sub-branch considering linear distances between the

search steps, (2) and the one performing brute-force

search on logarithmically spaced vector of steps.

The members of the first sub-branch are denoted

as GmLins with s being the spacing of the line-

arly increasing vector of the examined search

steps, ak;j ¼ j � s; j 2 f1; 2; . . .; jmaxg; 0\ak;j � 1.

Here, jmax is the value of 1/s truncated to zero decimal

digits,

jmax ¼ truncð1=s; 0Þ ¼ b1=sc: ð17Þ

In most cases, a quasi-convexity of J as a function of a is

assumed, it means that if for certain ak,j from the explored

vector J k;j [J k;j�1, the line search at that a-search
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iteration is terminated and the applicable step for the gra-

dient-optimization iteration is chosen as ak = ak,j-1. Such

approaches are then denoted GmLinsQC to remark the

quasi-convexity assumption, e.g., GmLin5e-4QC performs

exact line search through a vector of 2,000 steps a with

linear spacing s = 5 9 10-4 under assumption that J ðaÞ is

quasi-convex. The second sub-branch tries to reduce the

number of searched steps and it involves approaches

searching through logarithmically spaced vector of steps a.

Regarding this sub-branch, two approaches are considered:

GmLog13 exploits vector of 13 values from 1 9 10-4 to 1

with logarithmic spacing, while GmLog13QC takes the

same vector into consideration and adds quasi-convexity

assumption.

Results with enhanced search step choice

In this section, results of the three-step choice families

described in the previous section are presented.

Table 3 brings comparison of optimality J ðgl�1Þ,
number of iterations-to-converge ItC (-) and time-to-

converge TtC (min) for the inspected families and their

member approaches. ‘‘NA’’ value means that the conver-

gence has not been achieved.

Regarding the FSF, it can be seen that with increase of

the search step, ItC value decreases and so does TtC. This

can be expected as with greater steps a, one can await

faster convergence rate as the gradient method moves

quicker towards the supposed minimum. A situation which

often occurs when using gradient method can be observed

for steps a C 8 9 10-4—from this value, very large search

steps destroy the convergence properties of gradient search

which is known to be susceptible to the oversized step

choice. Here it could be noted that fixed step family is the

most computationally demanding from the three search

steps families with sovereignly highest ItC values. This is

the price to be paid for the fact that the gradient search with

sufficiently small search step guarantees convergence to

the closest local minimum. Its local-minimum-convergence

is the next disadvantage—as can be seen later, this can be

overcome exploring larger part of step-space.

On the other hand, the PMF converges usually extre-

mely fast compared to the other families. However, with

increasing distance between the examined aa, ab and ac, the

approximation is less and less accurate which reflects in

ItC increase and for very large abas, the converge is not

reached.

Looking at the J -column, GCMF achieves the most

superior results. Also this family demonstrates that larger

steps bring faster convergence to a small environment of

the minimum but with very large search steps, convergence

is not guaranteed. An interesting insight offers comparison

of GmLin4e-4QC and GmLin4e-4 approaches—as they

both achieve the same value of the final product concen-

tration, the quasi-convexity assumption is proved right.

Yet, the difference between TtC values is enormous.

Although GmLin4e-4 spares approximately 150 iterations,

it is clear that the most of the a-search iterations performed

at every optimization iteration k are redundant. The same is

supported by the approaches using logarithmically-spaced

a-vectors. Moreover (as is shown in Fig. 9, where the steps

ak which are finally applied at particular iteration k are

depicted), the steps which are most attractive from the

convergence point of view are quite small and large steps

Table 3 Results and computational demands comparison

Family Member J ItC TtC

FSF F1e-4 4.71 48,287 707

F2e-4 4.71 24,137 336

F3e-4 4.71 16,092 224

F4e-4 4.71 12,070 167

F5e-4 4.71 9,651 133

F6e-4 4.71 8,040 110

F7e-4 4.71 6,890 94

F8e-4 NA NA NA

F9e-4 NA NA NA

F1e-3 NA NA NA

PMF Pm1 4.70 275 7

Pm2 4.69 366 10

Pm3 4.70 428 11

Pm4 4.70 453 12

Pm5 4.70 470 12

Pm6 4.70 726 19

Pm7 NA NA NA

Pm8 NA NA NA

GCMF GmLin2e-4QC 4.74 886 121

GmLin3e-4QC 4.76 2,055 108

GmLin4e-4QC 4.76 1,187 73

GmLin5e-4QC NA NA NA

GmLin4e-4 4.76 1,016 16,185

GmLog13QC 4.76 1,410 52

GmLog13 4.76 1,297 124
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ak occur rather rarely. This is the consequence of nonlinear

dynamics of the system which turns the optimization task

into a nonconvex one and the t-gradient of the Hamiltonian

oH=ot which is used in the best direction search is usually

only locally valid. Therefore, it is more convenient to

distribute the examined search steps with higher intensity

tightly around the current point in the explored optimiza-

tion variables space while including a few outliers, the

convergence gets faster.

Comparison of J and TtC for the successful members of

particular step choice families can be seen in Fig. 10.

Conclusion

This paper follows the patterns suggested in previous

publications of the authors—a model of the controlled

system involving the second input variable is derived, a

neat way of problem reduction to a single-input optimiza-

tion is performed and thanks to this, a successful constant

vaporization control strategy is introduced. The necessary

model adaptation is performed so that it comports with the

strategy requirements. Results are verified on a set of

numerical experiments and discussed in detail.

The comparison obtained by verifying the constant

vaporization strategy on a set of numerical simulations and

confronting it with the previously introduced methods can

be summarized as very encouraging—CVap strategy

achieves better results which suggest its possible industrial

use. A ‘‘superprofile’’ convergence (observed in earlier

publications) occurs in this case as well, and this supports

the claim that it is a property of the optimization issues

where the fixed time, fixed initial condition and free ter-

minal condition are considered.

Next, various ways of gradient search step choice are

suggested, explained and compared. The most time-sparing

group of approaches appears to be the PMF which approx-

imates the cost criterion by a parabola while regarding the

final product concentration value, the most successful is the

GCMF. As a tradeoff between optimality and time con-

sumption, logarithmically spaced vector of search steps can

be chosen—it combines fast convergence rate and higher

obtained final product concentration and adding the quasi-

convexity assumption, it seems to be the fair choice for

further utilization within the optimization routine.
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Chapter 4

Optimization Horizon

This chapter addresses the choice of optimization horizon and its influence on several
aspects of optimal control tasks involving nonlinear systems; namely, the following cases
are considered: i) choice of optimization horizon with respect to feedback introduction;
ii) horizon optimization aiming at efficiency maximization; and iii) choice of optimization
horizon reducing computational/memory demands. Each of these cases is introduced and
studied separately in the following subchapters.

4.1 Feedbackization

In this part, the choice of optimization horizon in combination with feedback introduc-
tion is addressed. A standard widespread control engineering practice [Kwon and Han,
2006], [Mattingley et al., 2011], [Allgöwer and Zheng, 2012] is to follow the receding hori-
zon principle1, i.e. gather output measurements and disturbance predictions, solve the
optimization task over the optimization horizon, apply the first input sample to the con-
trolled system, wait for the new measurements/predictions, shift the optimization horizon
by the period that has elapsed since the previous data arrival and repeat the whole pro-
cedure again. Here, it is important to remark that the optimization horizon is chosen a
priori and remains fixed over the whole “lifetime” of the controller. Dealing with systems
operated over an infinite horizon where the optimal control task is not related to any par-
ticular time instant, this common choice is appropriate, however, in case of batch-operated
systems—e.g. chemical processes or bioprocesses—where the optimal control task focuses

1In fact, receding horizon control is often used as a synonym of model predictive control or applied
optimal control.
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on a specific moment (usually the end of operating period), the receding horizon principle
does not correspond with the actual control goal.

Overcoming this issue, [A.11] introduces a control scheme employing a shrinking hori-
zon, where—unlike the receding horizon paradigm—the optimization horizon shrinks by
the time interval that has elapsed since the last data arrival and thus, the terminal part of
the optimization criterion always corresponds to the very same actual time instant. Con-
sidering penicillin production maximization task, detailed evaluations and comparisons of
receding horizon optimal control (RHOC) and shrinking horizon optimal control (SHOC)
show that for a broad range of numbers of optimized input samples over the chosen op-
timization period (i.e. for a variety of sampling periods), SHOC yields almost the same
results while using RHOC, decrease of the number of optimized input samples usually goes
hand in hand with decrease of the achieved optimization criterion value. Next, influence of
gradual tightening of the computational restrictions was inspected as well. While SHOC
is almost immune against lowering the number of the iterations allowed, this is definitely
not the case of the commonly used RHOC for which the results differ significantly for var-
ious restrictions and in certain cases, the more limited variants achieve paradoxically far
better results than those with looser restraints. In addition, [A.11] provides also a hybrid
approach offering a trade-off between the control performance and memory demands.

The publication mentioned above is presented in the original formatting and is provided
on the next page et seq.
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Enhancement of Practical Applicability of Optimal Control of a
Nonlinear Process

Matej Pčolka1 and Sergej Čelikovský1,2

Abstract— This paper makes a step towards practical appli-
cability of the optimal control for industrial penicillin produc-
tion. Using the nonlinear gradient method as the key optimiza-
tion tool, two ways of measurement feedback incorporation into
the optimization procedure are proposed. Firstly, the receding
horizon approach (whose linear variant is widely spreading
in the field of operation of various industrial processes) is
investigated considering different lengths of optimization hori-
zon. Secondly, the shrinking horizon approach inspired by the
character of the solved task with terminal criterion is examined.
In order to make the latter comparable to the receding horizon
approach, various sampling periods of the input signal are
considered. Utilization of the nonlinear continuous time model
of the controlled process clearly distinguishes this paper from
the earlier publications. The behavior of both approaches
is tested on a set of numerical experiments with the focus
on performance under constrained computational resources.
The obtained results demonstrate the superiority of shrinking
horizon approach and its strong computational restriction
resistance.

I. INTRODUCTION
Shortly after the discovery of the penicillin in 1930s,

the discoveries of the next members of antibiotics family
have begun to appear with an increasing frequency and the
production of various types of antibiotics have experienced
unprecedented boom. Over more than 80 years, technology
of antibiotics production has undergone rapid development
during which the control approaches have changed from
rather obscure heuristic thumb-sucking methods to serious
attempts based on solid fundamentals of control theory.
The earliest open-loop strategies [1] have been gradually
replaced by closed-loop approaches exploiting either on/off
[2] or well-known PID schemes. Fuzzy approaches explored
intensively in the ’90s [3] have brought welcomed automated
alternative to the operator-performed feeding based on em-
pirical experiences and they lived to see a resurrection at
the beginning of the new millennium [4]. Yet, one of the
most impressive results have been obtained by advanced
control strategy called Model Predictive Control (MPC) [5].
It exploits mathematical model of the controlled system and
performs optimization trying to minimize chosen criterion
while satisfying known constraints. The main drawback of
the classical MPC is the condition of discrete linear model
of the controlled system. Being used to control essentially
nonlinear process (and the dynamics which appears during

1Department of Control Engineering (DCE), Faculty of Electrical En-
gineering (FEE) of Czech Technical University (CTU) in Prague, Technická
2, 166 27 Praha 6, Czech Republic

2Institute of Information Theory and Automation, Academy of Sciences
of the Czech Republic, Pod Vodárenskou věžı́ 4, 182 08 Praha 8, Czech
Republic

antibiotics production is undoubtedly strongly nonlinear),
the model can be obtained by one of the two linearization
ways. The simpler one, approximate linearization, is per-
formed at certain operating point - however, its validity can
be guaranteed only in a small region of the linearization
point. In order to improve the usability of this method,
multiple-step approximate linearization should be performed.
However, besides the fact that it can be prohibitively time
consuming, neither the optimality nor the stability of the
controller using such set of models can be proved. The
more sophisticated linearization method, exact linearization,
avoids these problems - unfortunately, in the field of bio-
processes, the exactly linearizable processes are rather rare
and occasional. Therefore, in order to fulfill the optimality
requirement, proper nonlinear optimization method should
be used. Based on successful applications referred in [6]–[8],
nonlinear gradient method as a well-developed optimization
method has been chosen for this paper. Trying to get near to
real industrial utilization, some way of the ”feedbackization”
needs to be found. In this paper, we propose two such ways.
First one (Receding Horizon Optimal Control) is inspired by
the way how the feedback incorporation into the optimization
routine is ensured in the case of classical MPC. The second
one (Shrinking Horizon Optimal Control) takes advantage of
the fact that the antibiotics production is a fixed-time task
and performs optimization over a horizon which is gradually
shrunk by the sampling period of the input discretization. In
order to compare the performance of the proposed methods,
a set of horizon lengths have been tried in the case of
Receding Horizon Optimal Control while various sampling
periods have been examined in the case of the case of
Shrinking Horizon Optimal Control. To test the practical
applicability of the proposed methods, both of them have
been computed under gradually tightening computational
resources constraints. The obtained results suggest that the
Shrinking Horizon approach can provide an engineer with a
better and stronger tool in industrial optimization than the
Receding Horizon approach as it is much more resistant to
the computational resources cut-down and achieves far better
final product concentrations.

The paper is organized as follows: in Section II, model
of the cultivation of penicillin G is introduced and briefly
explained. Section III brings optimization routine descrip-
tion (in this role, nonlinear gradient method is used). Two
”feedbackization” approaches are proposed and discussed.
In Section IV, results of the numerical experiments for both
methods are presented and summarized. Receding Horizon

2013 American Control Conference (ACC)
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strategy is tested with various lengths of the optimization
horizon while the effect of different sampling on results of
Shrinking Horizon approach is examined. Practical usability
is discussed coming out of another set of numerical exper-
iments with gradual increase of severity of computational
restrictions. Section V summarizes the work, sketches the
future work and concludes the paper.

II. PENICILLIN CULTIVATION MODEL

Cultivation of the penicillin G [9], [5] is considered in
this paper. For this kind of cultivation, several phenomena
are fundamental.

Biomass concentration CX represents the living microor-
ganisms which consume essential nutrient enabling both
the biomass reproduction (at growth rate µ) and product
formation (happening at specific product rate π). Except

of biomass reproduction, the concentration of biomass is
affected by a constant death rate KD. Concentration of
essential nutrient CS (here, carbon is considered) can be
complemented pouring the feed at certain feed flow rate
into the tank - this is also the way how the volume level
V is increased while its natural decrease is caused by the
vaporization phenomena. Last important phenomena is the
hydrolysis degradation of penicillin (penicillin concentration
is usually denoted as CP ) taking place at constant rate KH .
All the mentioned ”concentration variables” (CX , CS and
CP ) are influenced by the dilution phenomena (the volume
increase automatically decreases the concentration of certain
variable).

The dynamical behavior of this bioprocess can be summa-
rized into a compact set of ordinary differential equations as
follows:

ẋ1 = u−Kvapx1,

ẋ2 =

(
µmax

x3

KXx2 + x3

−KD

)
x2 −

(
u

x1

−Kvap

)
x2,

ẋ3 = −
(
µmax

YX/S

x3

KXx2 + x3

+
πmax

YP/S

x3

KP + x3 + x2
3/KI

)
x2 +

CS,inu

x1

−
(
u

x1

−Kvap

)
x3,

ẋ4 = πmax

x3

KP + x3 + x2
3/KI

x2 −KHx4 −
(
u

x1

−Kvap

)
x4.

(1)

In this description, states x = [x1, x2, x3, x4]
T correspond to

[V,CX , CS, CP ] and input u represents feed flow rate. Model
(1) is further exploited as both the optimization model and
simulation test-bed for the results evaluation.

Values of the system parameters can be found in Table I.
Interested readers looking for a more detailed description are
referred to [5], [6], [9].

TABLE I
MODEL PARAMETERS.

Parameter Value Parameter Value

µmax 0.11 YP/S 1.2
πmax 0.004 CS,in 500
KP 0.1 Kvap 6.23× 10−4

YX/S 0.47 KI 0.1
KD 0.0136 KX 0.06
KH 0.01

III. ”FEEDBACKIZATION” OF THE OPTIMAL
CONTROL

In this paper, we come out of the optimization task
introduced in [6] - however, the idea is considerably extended
by the ”feedbackization” which is explained later in this
section.

A. Problem formulation

The usual objective of industrial production of penicillin is
to obtain as high concentration of the penicillin at the end of
the cultivation as possible. Although it can be expected that

increasing the cultivation period, the result shall improve,
the cultivation length cannot exceed certain maximal value
- thus, without loss of objectivity, from now on we will
consider that the cultivation length is fixed, T = 400 h.

In industrial factories, the value of the input feed flow is
often operated by a human operator. In order to consider
input profile u(t) applicable, it shall be piecewise constant
with shortest acceptable sampling period llow = 4 h.

Making aforementioned assumptions and taking all the
technical requirements into consideration, we can formulate
the optimization task as minimization of criterion J ,

J = −x4(T ), (2)

while satisfying the following constraints:

ẋ = f(x, u), x(0) = x0 = (x1,0, . . . , x4,0)
T,

0 ≤ u ≤ umax,

u̇ = 0 for ml ≤ t < (m+ 1)l, m = 0, 1, . . . .

(3)

Here, f(x, u) represents model (1). Optimization constraints
and initial values of the states are listed in Tab. II.

B. Optimization background

As the candidate for the optimization routine, nonlinear
gradient method belonging to optimal control methods family
[10] has been chosen. The key idea of the gradient method
is to find the optimal input u∗ using its initial estimate u∗

0

iteratively as follows:

u∗
k+1 = u∗

k + α
∂H
∂u

(4)
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with constant search step α = 0.001. If at any iteration i such
a situation occurs that Ji = Ji−1, the procedure is terminated.
Hamiltonian H whose partial derivative with respect to u

occurs in Eq. (4) is constructed as

H = L+ pTf, (5)

where L is the integral term of the minimization criterion
J (in our case, L = 0), f refers to model (1) and p is the
adjoint state vector with dynamics

−ṗ =
∂H
∂x

, p(T ) = −
(
dφ

dx
|t=T

)
. (6)

Here, φ is the terminal term of the criterion J . The opti-
mization task then turns into minimization of criterion (5)
with combined constraints (3) and (6).

Convergence properties of the used method are discussed
in [11] while more details on the used method can be found
in [6].

C. Receding horizon approach

The first way to incorporate the feedback into the opti-
mization routine is inspired by the idea of the well-known
classical linear MPC - it is the Receding Horizon Optimal
Control (RHOC) approach. Although there is a big amount
of literature discussing the properties of the receding horizon
approach, basically they address either linear discrete [12],
[13], nonlinear discrete [14], nonlinear linearized [15] or
nonlinear discretized models of the controlled system [16].
In this paper, we consider continuous nonlinear model of the
system which strongly distinguishes the current paper from
those above mentioned.

As the idea is quite straightforward, we provide only a
brief description. Algorithmically, the RHOC approach can
be formulated as follows:

1) measure current values of the states, denote them x0;
2) find u∗ minimizing criterion J = −x4(TP ), TP < T ,

using mathematical model (1) with the initial condi-
tions x0 and with respect to constraints given by (3);

3) apply the first l hours of u∗ and shift to new time
tnew = told + l;

4) if the shifted time tnew < T , go to 1), else finish.
Here, TP denotes optimization horizon which remains con-
stant for each sub-run of the RHOC procedure. Such an
approach incorporates the current measurements of states x
into the optimization routine - it can be simply shown that
at every iteration of this algorithm, the optimized input u∗ is
a function of current measurement x0. As the optimization

TABLE II
OPTIMIZATION CONSTRAINTS.

Parameter Value

x1,0 7.012
x2,0 1.5
x3,0 6
x4,0 0
umax 0.05

tool, nonlinear gradient method described in the previous
subsection is exploited. Stability and convergence properties
of this approach can be found in [12]–[14] and others. Let us
emphasize, that in contrast with the up-to-date literature, here
we consider continuous nonlinear model of the cultivation
which inherently is continuous and nonlinear. In such case,
discretization can (except of discretization error introduction)
make the state description cumbersome and blur the phenom-
ena affecting its dynamics while linearization can aggravate
the optimality of the controller performance.

D. Shrinking horizon approach

Motivation for the Shrinking Horizon Optimal Control
(SHOC) approach is the fact that the penicillin production
optimization can be formulated as fixed time task with
terminal criterion only. Under such conditions, the RHOC
approach can be modified in the following way:

1) set TP = T ;
2) measure current values of the states, denote them x0;
3) find u∗ minimizing criterion J = −x4(TP ) using

mathematical model (1) with the initial conditions x0

and with respect to constraints given by (3);
4) apply the first l hours of u∗, shift to new time tnew =

told + l and decrease the optimization horizon TP to
TP,new = TP,old − l;

5) if the shifted time tnew < T , go to 2), else finish.
The key difference between the SHOC and the RHOC

approaches is that while in the case of the RHOC approach,
the criterion minimization is performed over constant horizon
TP which is being shifted gradually, the SHOC approach in
fact always minimizes the criterion with respect to the end of
the cultivation T . In other words, the optimization performed
at time t = 0 h considers T -hours optimization horizon, the
optimization performed at t = 1× l h optimizes over horizon
with length TP = (T−1× l) hours and so on. Although it can
appear to be only a negligible ”cosmetic” modification, the
effect can be crucial as will be shown in the next section. It
can be expected that when optimizing a criterion which shall
be minimized at given terminal time T , the SHOC approach
is able to fulfils the requirements in a better way than the
RHOC one as it focuses exactly on the terminal time T .

IV. RESULTS

In this section, results of a set of numerical experiments
demonstrating the behavior of the proposed RHOC and
SHOC approaches are presented.

The RHOC approach has been tested with different lengths
of optimization horizon TP ∈ {320, 200, 100, 80, 40} h, each
of the chosen horizons corresponds to P input samples of
the input feed flow u, P ∈ {80, 50, 25, 20, 10}. Regarding
the SHOC approach, effect of different input sampling has
been explored - the sampling period has been chosen from a
predetermined set l ∈ {4, 5, 8, 16, 20} h, which reflects on the
maximum number of input samples ns which are at disposal
at the beginning of cultivation, ns ∈ {100, 80, 50, 25, 20}. As
the real time proceeds, these numbers gradually decrease by
one until the last sub-run, where only one input sample is
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optimized. Let us remark, that the RHOC approach always
considers that input is piece-wise constant over 4 h. In both
cases, the basic tested scenario has been the one with
unconstrained computational resources.

Further, computational resources cut-down has been sim-
ulated. Regarding the number of iterations which can be
performed at the beginning of each sub-run with the current
state measurements of the algorithms mentioned in Subsec.
III-C and III-D, constraints have been gradually set to
300, 100, 50 and 25 iterations allowed.

Another very often constraint in industrial practice is
restriction imposed on duration of the optimization. This
fact is taken into consideration by terminating the sub-run
optimization routine if the cumulative sum of the durations
of the performed iterations exceeds 60 s.

Fig. 1 and 2 show performance of the SHOC approach
in unconstrained case of ns = 50 (l = 8 h). In the pictures,
topt corresponds to the optimizer internal time at which the
current sub-run optimization is computed while treal refers
to the real time. Each input profile computed at certain sub-
run and the corresponding predicted product concentration
profile are plotted with a unique color which differs them
from the other sub-run profiles. It is not a surprise that all
sub-run profiles are only ”shrunk children” of the first sub-
run profile (this is common for both the u and x4 profiles) and
it can be shown that in case that no unmodeled phenomena
(either noise, unknown/unpredicted external error signals or
omitted dynamics) occur and no computational restrictions
are imposed, j-th sub-run input profile is equal to the last
T−(j−1)×l hours of the profile obtained at the first sub-run.
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Fig. 1. Evolution of u profile, SHOC (unconstrained), ns = 50.
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Fig. 2. Evolution of x4 profile, SHOC (unconstrained), ns = 50.

Looking at Fig. 3 and 4, performance degradation caused
by computational resources constraints (maximum allowed

number of iteration for each sub-run has been set to 25)
can be noticed. It is obvious that the assumption on profile
shrinking does not hold under these restrictions, yet the
product concentration at time T is only negligibly lower than
the results obtained in the unconstrained case. Realizing that
25 iterations can be a really too severe condition even in the
industrial practice, the SHOC approach can be regarded as
enough restriction-resistant.

Numerical results of all executed SHOC simulations can
be found in Tab. III and they clearly show that even with
lower number of input samples at disposal, the SHOC
approach is able to achieve excellent results with negligible
deviation from those obtained using higher number of input
samples. Although not recognizable from the values given
in Tab. III, it has been witnessed that in unconstrained case
of l = 5 h, slightly better results (however, the difference is
less than 10−2) have been obtained than in the unconstrained
case of l = 4 h. This suggests that the results are sensible
not only to the chosen sampling period but also to the exact
time position of the switching point between low and high
input saturation and the non-saturated subsequence of the
input profile.
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Fig. 3. Evolution of u profile, SHOC (25 iterations allowed), ns = 50.
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Fig. 4. Evolution of x4 profile, SHOC (25 iterations allowed), ns = 50.

Looking at Fig. 5, it can be observed how does the input
profile evolve in case that the unconstrained RHOC approach
with optimization horizon TP = 200 h is used. For the sake
of lucidity, optimizer time axis is restricted to 400 h although
it is obvious that the sub-run optimization performed at
treal = 300 h considers optimization horizon 〈300, 500〉 h. In
this case, no shrinking occurs and rather shifting tendency is
visible which is caused by the fact that RHOC always shifts
optimization horizon in time.
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TABLE III
SHRINKING HORIZON, x4|t=T (gl−1).

l (h) ns (-) Restrictions
— 300 it 100 it 50 it 25 it 60 s

4 100 3.62 3.62 3.62 3.62 3.55 3.62
5 80 3.62 3.62 3.62 3.55 3.54 3.62
8 50 3.62 3.62 3.55 3.54 3.53 3.58
16 25 3.55 3.55 3.54 3.52 3.50 3.55
20 20 3.54 3.54 3.53 3.51 3.47 3.54
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Fig. 5. Evolution of u profile, RHOC (unconstrained), P = 50.

Fig. 6 brings interesting insight into evolution of product
concentration profile. As - in this particular case - the RHOC
approach optimizes over 200 h, the input is operated so that
the x4 value is maximized at the end of that horizon -
this leads to such a situation that the optimizer performing
optimization routine e.g. at time treal = 360 h tries to
maximize penicillin production which is to be reached at
treal+TP = 560 h instead of maximization at time T = 400 h.
Due to this fact and the dynamics of penicillin cultivation
(for which it has been shown in [6] and [7] that the optimal
input profile causes product concentration profile which is
quite flat and low at the beginning of cultivation which by
the way results from the secondary-metabolism-character of
the penicillin cultivation), RHOC generally obtains much
lower concentration (see Tab. IV) at final time T than SHOC
which always ”keeps in mind” optimization at final time T ∗.
Constrained case (with 25 being the maximum number of
iteration) is depicted in Fig. 7 and 8.
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Fig. 6. Evolution of x4 profile, RHOC (unconstrained), P = 50.

Tab. IV summarizes the RHOC simulations and reveals
and interesting paradox - with TP = 320 h, the optimizations

∗ Here, a comparison of the results obtained during the SHOC and RHOC
simulations for which it holds that ns = P seems to be a fair choice.
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Fig. 7. Evolution of u profile, RHOC (25 iterations allowed), P = 50.
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Fig. 8. Evolution of x4 profile, RHOC (25 iterations allowed), P = 50.

restricted to less iterations at each sub-run achieve far better
results than those with less strict restrictions although one
would expect that the longer the optimization horizon is,
the better results can be obtained. This paradox is the next
consequence of the use of receding horizon in this particular
case - when combined with ”too long” optimization horizon
TP , it leads to a situation that the optimizer focuses on
the end of optimized horizon which can lie far beyond the
important time point T . Under that conditions (optimization
horizon is large), it can be better for the optimizer not to
converge to the intended sub-run optimum and apply sub-
optimal input sequence (which is demonstrated by the first
row of Tab. IV). On the other hand, the table shows also
the negative impact of too short optimization horizon as
for every optimization horizon (except of TP = 320 h) and
computational restriction it holds that the lower the horizon
is, the lower concentration is reached.

TABLE IV
RECEDING HORIZON, x4|t=T (gl−1).

TP (h) P (-) Restrictions
— 300 it 100 it 50 it 25 it 60 s

320 80 0.47 1.26 2.50 2.60 2.63 2.52
200 50 2.81 2.82 2.82 2.82 2.81 2.82
100 25 2.79 2.77 2.72 2.62 2.65 2.77
80 20 2.60 2.56 2.60 2.60 2.60 2.56
40 10 2.25 2.25 2.24 2.23 2.22 2.25

To sum the comparison up, Fig. 9 and 10 show the applied
input profiles and resulting closed loop state profiles for
chosen cases (full - unconstrained SHOC with ns = 50, dash
- 25 iterations SHOC with ns = 50, dashdot - unconstrained
RHOC with P = 50, dot - 25 iterations RHOC with P = 50).
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Fig. 9. Applied input profiles.
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Fig. 10. Closed-loop state profiles.

Trying to overcome the gap between SHOC and RHOC,
a hybrid approach has been tested. The key idea is that
the algorithm starts as an RHOC one with optimization
horizon TP while the last TP hours are optimized using the
SHOC approach. Let us mention that the input profile is
always sampled with sampling period l = 4 h. The results
summarized in Tab. V show that the hybrid approach brings
radical improvement (up to almost 300% in the case of TP =

320 h) compared with the original RHOC approach. Although
it reaches generally lower values of product concentration
than the SHOC one, it can be used in cases where both short
sampling period and low number of input samples (e.g. from
the memory reasons) are required.

TABLE V
COMBINATION OF SH AND RH, x4|t=T (gl−1).

TP (h) P (-) Restrictions
— 300 it 100 it 50 it 25 it 60 s

320 80 3.51 3.47 3.46 3.44 3.35 3.45
200 50 3.34 3.34 3.33 3.32 3.30 3.33
100 25 3.36 3.35 3.32 3.22 3.11 3.35
80 20 3.30 3.18 3.09 3.02 2.93 3.20
40 10 2.30 2.30 2.30 2.28 2.26 2.30

V. CONCLUSION

In this paper, two ways of ”feedbackization” (RHOC and
SHOC) have been proposed and tested with various numbers
of input samples at disposal. Moreover, every setting has
been examined under several computational restrictions.

A. Results summary

The results clearly show the superiority of the SHOC
approach and its resistance against coarse input sampling and
computational restriction resistance. An attempt to improve

the performance of the RHOC approach - a hybrid approach
- has been suggested with satisfactory increase of the fi-
nal product concentration. Although the SHOC approach
achieves better results than the hybrid one, the latter one
can be preferred in specific cases e.g. when the size of input
samples storage is constrained.

B. Future Work

Although there is place for testing the proposed ap-
proaches in combination with two-input strategies (presented
in [7] and [8]), more important is that both approaches shall
be tested under presence of measurement and/or process
noise and external error signals. Moreover, as suggested, the
effect of non-coherent input sampling and possibility of time-
optimizing procedure shall be explored.
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4.2 Time Efficiency Maximization

A commonly encountered situation is that the controlled system is expected to operate
at the highest achievable time efficiency. The motivation for this requirement comes from
the fact that due to the nonlinear nature of the underlying production processes, the
yields do not scale linearly with the length of the operating period. Generally speaking,
increase of the production period turns into higher achieved yields at its end, however,
these yields might be not worth waiting from certain point of time. Instead of increasing
the productivity by just prolonging the duration of particular batches, it is desired to reach
highest achievable production yields while shortening the operating period of the process.
This enables that the production process can be “restarted” very often and over a chosen
reference period, the total yields grow. In such cases, the operating/optimization period
should also be included in the set of optimizable variables to enable its proper manipulation.
However, majority of the commonly used approaches [Ashoori et al., 2009], [Cougnon et al.,
2011], [Santos et al., 2012], [Abdollahi and Dubljevic, 2012], [Ghouali et al., 2015], [Chang
et al., 2016], [Anilkumar et al., 2018] choose the optimization period a priori not reflecting
the dynamics of the system and treat the mentioned optimization tasks as fixed-terminal-
time ones, which completely eliminates any opportunity to influence the length of the
process operating period.

In [A.15], two algorithms optimizing also the batch duration and thus addressing the
time efficiency maximization tasks appropriately were provided. The first of them exploits
numerical gradient of the terminal criterion with respect to the optimization horizon and
manipulates the horizon directly. In order to ensure that the input profile is sampled
coherently and a chosen number of optimized input samples is preserved, the sampling
period is recalculated corresponding to the operating horizon. Tackling the given task
differently, the second algorithm introduces an alternative time scaling and an auxiliary
virtual input corresponding to the time scale and then exploits Hamiltonian-based gradient
optimization such that both the original and the auxiliary input are updated in an iterative
manner. It should be mentioned that this way, the time duration of particular input
samples is optimized. The correct physical sense of the obtained solution is guaranteed
by enforcing the auxiliary input to be box-constrained. To prevent the algorithms from
converting to nearly-zero operating period or from exceeding the maximal allowed batch
length, additional constraints on terminal product amount and terminal time were added
in both cases. A comparison of the commonly used fixed-horizon approach and the two
horizon-optimizing algorithms was provided in [A.15] with process of penicillin production
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serving as a test bed. A single-batch evaluation revealed that only 2.5-times higher amount
of the terminal product can be gathered at the price of stretching the operating period 4.5-
times, which demonstrates the nonlinearity of the relation between the terminal time and
the terminal product and justifies development of horizon-optimizing algorithms. This is
also supported by an in silico experiment considering a one-month reference period where
about 80 % efficiency improvement was observed for both horizon-optimizing algorithms.
Here, a slight superiority of the second one can be stated apparently resulting from the
latter algorithm having greater optimization freedom—since optimizing the duration of
each input sample separately—at disposal.

The aforementioned publication is presented in the original formatting starting on the
next page.
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Algorithms for Nonlinear Predictive Control Maximizing Penicillin
Production Efficiency

Matej Pčolka1, Sergej Čelikovský1,2

Abstract— In this paper, maximization of efficiency of the
penicillin production is addressed. To overcome the issues
caused by the terminal time being an optimizable parameter,
two adaptations of the Hamiltonian-based gradient method are
proposed. The first algorithm incorporates the terminal time
directly into the set of optimized variables while the second one
makes use of a time scaling with optimizable time-dependent
time scale being a virtual input. Both algorithms are verified on
a set of numerical experiments and the obtained results show
significant improvement of the penicillin production efficiency
gained by their use, which suggests their exploitation within
the industrial nonlinear predictive controllers for bioprocess
optimization.

I. INTRODUCTION

Bioprocess control can be regarded as a very attractive
and at the same time also very challenging area of control
engineering. Due to inherently nonlinear character of the
dynamics of majority of the bioprocesses, the bioprocesses
have been used as test-beds for verification and validation
of many control approaches ranging from the earliest open-
loop strategies [1], through closed-loop approaches exploiting
either on/off [2] or traditional PID schemes, fuzzy approaches
[3], [4], [5] to the latest trends represented by the model
predictive control [6], [7], [8], [9].

Although providing very promising results, the up-to-
date process-control applications of model predictive con-
trol usually consider optimization over fixed pre-defined
prediction horizon. While the optimization over the fixed
horizon might be reasonable in the areas of building climate
control, vehicular control, robotics, etc., the efficiency of
the production with respect to the elapsed time might play
the key role in the area of process control. Therefore, it is
highly advantageous to formulate the optimization criterion
as maximization of production normalized with respect to the
duration of the production reflecting thus the maximization
of the productiveness. Such formulation contains explicit
dependence on the terminal time which then becomes an
optimizable parameter.

Majority of the currently available optimization algorithms
exploited within predictive controllers focus on optimization
problems with fixed initial state, free terminal state and fixed
time interval. The free-time-interval optimization problems
usually appear in time-optimal control tasks [10], [11] which
frequently occur in the areas of robotics or vehicular control
and lead to use of switching curves. However, this approach
is not applicable in case of maximization of the produc-
tion efficiency. Moreover, the free-time-interval optimization

1Department of Control Engineering, Faculty of Electrical Engineering of
Czech Technical University in Prague, Technická 2, 166 27 Praha 6, Czech
Republic

2Institute of Information Theory and Automation, Academy of Sciences
of the Czech Republic, Pod Vodárenskou věžı́ 4, 182 08 Praha 8, Czech
Republic

problems such as productivity maximization have not been
satisfactorily addressed in the area of bioprocess control yet.
Therefore, the current paper focuses on formulation and solv-
ing of the optimization problem where the terminal time is
free but constrained. In order to accomplish this, the existing
methodology for the optimization over fixed time interval is
adapted and two algorithms for nonlinear predictive control
maximizing the production efficiency are developed. Their
performance is validated on a series of numerical experiments
representing maximization of the penicillin productiveness.
Penicillin cultivation is one of the industrially best-known
bioprocesses [12], [6], [13] and since it possesses many
features and phenomena that typically occur in systems
biology, it is often considered as a suitable representative
of the bioprocesses. The obtained results show significant
increase of the efficiency of the penicillin production that
results from the use of the newly proposed algorithms.

The paper is organized as follows: Sec. II introduces the
problem to be solved. The dynamics of the controlled process
is described and the control objective and constraints are
formulated. In Sec. III, two algorithms addressing the formu-
lated optimization problem are presented. In case of the first
algorithm, the set of optimized variables is extended and the
gradient search for the optimal terminal time is performed.
On the other hand, the second alternative introduces a time
scaling of the system dynamics description and handles the
optimization problem thanks to a virtual input representing
the time scale. The results of the two proposed methods are
presented in Sec. IV and are compared with the results of
optimization with fixed time interval. Sec. V concludes the
paper.

II. PROBLEM FORMULATION

In this Section, both the system description and control
requirement specification are provided and the resulting op-
timization task is formulated.

A. System dynamics
The biomass represented by its concentration CX (gl−1) in

the cultivation broth with volume V (l) is the driving force
of the whole cultivation. Consuming the essential nutrient
which is fed into the cultivation tank at feed flow rate u
(lh−1) containing certain input nutrient concentration CS,in ,
it ensures its own reproduction counteracting the natural
death taking place at biomass death rate KD and, moreover,
it produces the secondary metabolite – penicillin. The term
secondary metabolism refers to the fact that the biomass
growth rate µ and penicillin production rate π are rather
different,

µ = µmax
CS

KXCX + CS
,
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π = πmax
CS

KP + CS + C2
S/KI

, (1)

and reach their maxima at different concentrations of the nu-
trient CS (gl−1). The industrially most important variable is
the penicillin represented by the penicillin concentration CP
(gl−1) which is being produced at production rate π thanks
to the metabolism of the biomass and decreases at constant
rate KH due to the natural hydrolysis. All concentrations
– concentration of biomass CX , concentration of essential

nutrient CS and penicillin concentration CP – are negatively
affected by the dilution of the cultivation broth caused by
the feed flow rate u increasing the broth volume V . Last
phenomenon to mention is the natural vaporization of the
cultivation broth.

Considering states x = [x1, x2, x3, x4]T corresponding to
[V,CX , CS , CP ]T and the manipulated input u, the dynamics
of the cultivation is mathematically expressed as follows:

dx1
dt

= u−Kvapx1,

dx2
dt

=

(
µmax

x3
KXx2 + x3

−KD

)
x2 −

(
u

x1
−Kvap

)
x2,

dx3
dt

= −
(
µmax
YX/S

x3
KXx2 + x3

+
πmax
YP/S

x3
KP + x3 + x23/KI

)
x2 +

CS,inu

x1
−
(
u

x1
−Kvap

)
x3,

dx4
dt

= πmax
x3

KP + x3 + x23/KI
x2 −KHx4 −

(
u

x1
−Kvap

)
x4.

(2)

The model parameters are listed in Tab. I. For further
information about the penicillin cultivation and modeling, see
[6], [12], [14] and references therein.

TABLE I
PARAMETERS OF THE MODEL.

Parameter Value Parameter Value

µmax 0.11 YP/S 1.2
πmax 0.004 CS,in 500
KP 0.1 Kvap 6.23× 10−4

YX/S 0.47 KI 0.1
KD 0.0136 KX 0.06
KH 0.01

B. Control objectives
Typically, the model predictive controller employed in

the process control focuses on maximization of the final
product of the controlled process that can be gathered at the
pre-defined terminal time TF . In case of penicillin cultiva-
tion studied in the current paper, this effort corresponds to
maximization of amount of penicillin at terminal time TF .
Since the particular states represent concentrations of the
“bioprocess variables”, the optimization task to be solved by
the predictive controller can be formulated as follows: given
the initial state x(0) = x0, find the optimal input feed flow
rate u that minimizes criterion

J = −CPV |t=TF
= −x4(TF )x1(TF ) (3)

with respect to system dynamics (2) and input constraints

0 ≤ u ≤ umax . (4)

The above formulated optimization task with minimization
criterion (3) is a problem with fixed initial state, free terminal
state and fixed terminal time and can be comfortably solved
by the available optimization techniques [15], [14].

Here it should be noticed that the terminal time TF needs
to be chosen very carefully in order to exploit the production
capacities in the most economical way. Therefore, it might be
more beneficial to maximize the efficiency of the penicillin
production instead of performing just pure penicillin maxi-
mization at the terminal time. This adaptation changes the
minimization criterion (3) into

J = −CPV
TF

|t=TF
= −x4(TF )x1(TF )

TF
, (5)

where the terminal time is constrained,

0 < TF ≤ TF,max . (6)

In order to have the problem well-posed, let us partially re-
define the criterion (5) such that in case that x4(TF ) = 0,
also J = 0. To reflect the practical aspects of the penicillin
production, certain minimal amount of the penicillin at ter-
minal time is required,

Pmin ≤ x4(TF )x1(TF ). (7)

The newly formulated criterion (5) with constraints (4) and
(7), however, turns the optimization task into a more difficult
fixed-initial-state, free-terminal-state and free-terminal-time
problem. Although tasks with free terminal time have been
studied in control theory for a long time, the available liter-
ature usually deals with time-optimal control problems [10],
[16]. However, the typical time-optimal control approach
based on switching curves is not applicable for the above
formulated task. In order to successfully address the problem
of productiveness maximization, suitable optimization algo-
rithms are designed in the following Section.

III. OPTIMIZATION ALGORITHMS

Both proposed algorithms come out of the classical Hamil-
tonian-based gradient method [15], [16]. For a system with
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dynamics
dx

dt
= f(x(t), u(t)) (8)

and minimization criterion

J =

∫ TF

0

L(x, u)dt+ φ(x(TF )), (9)

the Hamiltonian is created as follows:

H = L+ λTf(x, u),

where L is the integral term of the minimization criterion (9),
f(x, u) represents the dynamics of the controlled system and
λ is the co-state vector. Having obtained the state profile x by
integrating the differential equations of the system dynamics
(8) with fixed initial condition x0 and considering input
profile ul−1 from the previous iteration, the co-state vector
is obtained as a solution of the backward co-state dynamics
differential equation

−λ̇ = ∂H/∂x,

where the terminal condition is specified as

λ(TF ) = ∂φ/∂x|t=TF
.

Here, φ is the terminal part of the minimization criterion (9).
In order to deal with the state constraints, they are relaxed

by introducing an auxiliary variable(s) cv representing the
constraint violation and the minimization of cv is then incor-
porated into the minimization criterion. In case considered in
this paper, state constraint (7) is handled as follows: at first,
let us define

cv = max(0, Pmin − x4(TF )x1(TF )). (10)

Then, the updated criterion J is summarized as

J = −x4(TF )x1(TF )

TF
+ ωc2v, (11)

where ω is a user-defined weighting parameter.
Starting from an initial guess of the optimal input profile

u0, the iterative gradient search for the input profile mini-
mizing the criterion J is performed as

ul = ul−1 − α∂H
∂u

, (12)

where α is the gradient step length. In order to simplify the
implementation, the input profile is coherently sampled with
a pre-defined sampling period Tsamp . Satisfaction of input
constraints umin ≤ u ≤ umax is enforced by projecting the
calculated profile ul on the admissible interval 〈umin , umax 〉.
The whole procedure is terminated if |J(ul)− J(ul−1)| < ε
for some reasonably chosen tolerance ε > 0.

A. Algorithm 1
If the terminal time TF is not fixed and can be manipulated,

the gradient search for optimal u can be extended as follows.
In order to ensure δJ = 0 and thus reach the extremum
of J , it is necessary that ∂J/∂TF = 0. If this condition is
not satisfied, the terminal time TF can be iteratively adapted
following the negative direction of the gradient ∂J/∂TF ,

T lF = T l−1
F − αT

∂J

∂TF
(13)

with chosen step length αT and projecting the calculated T lF
on (0, TF,max 〉. In case that {u, TF } are the optimizable vari-
ables, combined use of (12) and (13) results in minimization
of the criterion J . Since analytical calculation of ∂J/∂TF is
usually difficult, numerical approximation

∆J

∆TF
≈ ∂J

∂TF
(14)

with suitable ∆TF is to be used in practical implementation.
As already mentioned, the original gradient method considers
that the inlet feed flow rate is coherently sampled. Therefore,
the sampling period Tsamp is re-calculated according to
current T lF at each iteration l such that fixed number N of
input samples is preserved,

T lsamp =
T lF
N
.

The algorithm (in further text referred to as FRTETO1
– FRee TErminal Time Optimization 1) is terminated if
|J(ul, T lF )− J(ul−1, T l−1

F )| < ε, ε > 0.

B. Algorithm 2

The second algorithm FRTETO2 (FRee TErminal Time
Optimization 2) representing an alternative to FRTETO1
relies on time scaling where the time scale is considered as
a manipulated variable.

The main idea can be explained as follows. Consider
a dynamical system with states x(t) and inputs u(t) with
dynamics described by (8). At first, let us extend the state
vector with an auxiliary state variable (x5 in the particular
case presented in this paper) representing the elapsed time,

dx5
dt

= 1, x5(0) = 0. (15)

It is obvious that x5(TF ) = TF and therefore, the terminal
value of the auxiliary state x5 can be used in criterion
instead of the length of the optimization time interval TF .
To satisfy the constraints imposed on the terminal time (6),
the relaxation is performed and an additional “cv variable”
is introduced,

cv,T = max(0, TF,max − x5(TF )). (16)

In the specific case considered in this paper, (5) can be
reformulated as

J = −x4(TF )x1(TF )

x5(TF )
+ ω1c

2
v + ω2c

2
v,T , (17)

where ω1, ω2 are user-defined weights. Choosing ω1, ω2 large
enough, arbitrarily precise satisfaction of the original state
constraints can be achieved given that the optimization task
with the original constraints was feasible.

This adaptation eliminates the explicit dependence of J on
value of TF . However, in the current situation the terminal
value of x5 is not manipulated and therefore, the terminal
time TF can not be optimized. To overcome this, let us
perform a time-scaling with a scaled time τ such that

dt = ũ(τ) dτ (18)
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with ũ being the time scale. In order to preserve physical
sense, let us require ũ ∈ 〈0, ũmax 〉, ũmax ≥ 1. It is obvious
that

t =

∫ τ

0

ũ(s)ds = t(τ) (19)

and
x̄(τ) ≡ x(t), ū(τ) ≡ u(t). (20)

By straightforward derivation and combination of (8), (18)
and (20), the system description in scaled time τ can be
obtained as follows:

dx̄

dτ
=

dx̄(t(τ))

dτ
=

dx

dt

dt

dτ
= ũ(τ)f(x̄(τ), ū(τ)) (21)

and from (15), it follows that

dx̄5
dτ

= ũ, x̄5(0) = 0. (22)

Then, considering time scale ũ to be the auxiliary manip-
ulated variable, a fixed-terminal-time optimization task in
scaled time τ on time interval 〈0, τF 〉 is equivalent to the
free-terminal-time problem in time t on interval 〈0, TF 〉,
0 ≤ TF ≤ ũmax τF with the terminal time

TF =

∫ τF

0

ũ(s)ds. (23)

Furthermore, it can be shown that the coherently sampled
solution of the optimization task in scaled time τ

{ū∗, ũ∗} = arg max J(x̄, ū)

with constant sampling period τsamp is equivalent to a piece-
wise constant solution of

{u∗} = arg max J(x, u)

with non-coherent sampling Tsamp(t) ≡ ũ(τ)τsamp . Thanks
to this, the free-terminal-time optimization problem in t
can be re-formulated using the time scaling, solved as the
fixed-terminal-time optimization task in τ using the above
described Hamiltonian-based gradient method and then the
optimal inlet feed flow rate is re-scaled to the original time
t according to the optimal scaling ũ∗.

IV. RESULTS

In this section, the results of the FRTETO1 and FRTETO2
algorithms are presented. To provide a more comprehen-
sive comparison and demonstrate the improvement of the
efficiency of the penicillin production gained by the use
of the FRTETO1 and FRTETO2 algorithms, the results of
the optimization with fixed terminal time are presented as
well. The scenario used to evaluate the performance of all
compared alternatives is considered as follows: the produc-
tivity of the penicillin during one month shall be maximized
(TF,max = 720 h). The optimization constraints and state
initial conditions are listed in Tab. II.

The commonly used option is to choose TF = TF,max =
720 h and find inlet feed flow rate that minimizes criterion (3)
– this option is in further text referred to as FITETO (FIxed
TErminal Time Optimization). In this case, the sampling
period of the input u was chosen as Tsamp = 4 h. Since
the terminal time is fixed such the constraint (6) is always

TABLE II
CONSTRAINTS.

Parameter Value Parameter Value

x1,0 7.012 umax 0.05
x2,0 1.5 ũmax 5
x3,0 6 Pmin 30
x4,0 0

satisfied, this constraint does not need to be considered. The
interested readers are warmly referred to [14], [17] for further
information.

On the other hand, the more appropriate way of addressing
such task might be as follows: at first, find the time interval
〈0, T ∗

F 〉, 0 ≤ T ∗
F ≤ TF,max , and the corresponding inlet feed

flow rate such that (5) is minimized and then perform as
many cultivations with duration T ∗

F as possible such that the
overall sum of durations of all cultivations does not exceed
TF,max = 720 h. In other words, the cultivation over the time
interval 〈0, T ∗

F 〉 is repeated C-times where

C = max{c | c ∈ N+; TF,max ≥ c× T ∗
F }.

To compare the performance of all alternatives, the fol-
lowing set of evaluators is introduced. At first, the achieved
efficiency of the production E (gh−1) is inspected,

E =
CP (TF )V (TF )

TF
.

Furthermore, the amount of penicillin P1 (g),

P1 = CP (TF )V (TF )

produced during one cultivation and the length of one cul-
tivation TF are provided. Moreover, C (–) corresponding to
the number of the completed cultivations (each of length TF )
that fit into the time interval 〈0, TF,max 〉 is evaluated together
with the total duration Ttot (h) of all completed cultivations

Ttot = C × TF
and the total penicillin Ptot (g) produced during C completed
cultivations

Ptot = C × P1.

The numerical results for TF,max = 720 are provided in
Tab. III.

TABLE III
COMPARISON OF THE ALGORITHMS, TF,max = 720.

E P1 TF C Ttot Ptot

FITETO 12.7× 10−2 91.1 720 1 720 91.9
FRTETO1 22.8× 10−2 40.2 176.6 4 706.4 160.8
FRTETO2 23.1× 10−2 36.6 158.4 4 633.6 146.4

Looking at Tab. III, a quite interesting thing can be
observed. While the efficiency of the production E is almost
the same for both FRTETO1 and FRTETO2 algorithm (the
difference is about 1 %), the obtained one-cultivation yield
P1 and the calculated length of one cultivation TF differ
significantly. This can be owed to the different optimization
approach – FRTETO1 sets the sampling period equally for
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all input profile samples while FRTETO2 optimizes the
duration of each sampling instance separately. The fact that
FRTETO2 has more degrees of freedom when performing the
optimization leads to slightly higher efficiency E achieved by
the FRTETO2. This also demonstrates the nonlinear depen-
dence of the achieved penicillin amount on the length of the
cultivation period – to increase the amount of the produced
penicillin by almost 10 % from 36.6 g (FRTETO2) to 40.2 g
(FRTETO1), more than 11 % increase of the cultivation
length is necessary (158.4 h for FRTETO2 vs. 176.6 h for
FRTETO2). This phenomenon becomes much more signifi-
cant for longer cultivation periods – during one cultivation
with fixed length of 720 h (4.5-times longer than in case of
FRTETO2 algorithm), 91.9 g of penicillin is produced which
is only 2.5-times more than in case of FRTETO2 algorithm.
As a result, the productiveness drops from more than 23.1×
10−2 gh−1 (FRTETO2) to only 12.7×10−2 gh−1 (FITETO).
The significance and efficiency improvement reached by use
of the newly proposed algorithms are indisputable.

From Tab. III, it can be also observed that using the
FRTETO1 algorithm, higher Ptot is achieved. This is due
to the fact, that although the efficiency is slightly lower for
FRTETO1, 4 longer cultivations of FRTETO1 fit into the
TF,max = 720 h and since more penicillin is produced during
each of them, also the resulting amount of penicillin Ptot is
higher than in case of FRTETO2. Here, let us remark that
for calculation of Ptot , only fully completed cultivations are
taken into account. However, decreasing the TF,max to 700 h,
the situation changes – this can be seen from Tab. IV. With
the lower TF,max , only 3 longer FRTETO1 cultivations fit
into it unlike 4 shorter FRTETO2 cultivations. As a result,
FRTETO2 is able to finish more complete cultivations and
therefore, it also achieves higher Ptot .

Furthermore, comparing FITETO results from Tab. III
and Tab. IV, it can be seen that although Ptot is lower
for TF,max = 700, the penicillin is being produced more
effectively during the shorter time period. Based on this, it
can be concluded that the longer periods obviously lead to
more penicillin produced, however, the amount of penicillin
gathered during the period of time by which the terminal time
is increased is usually not worth waiting.

TABLE IV
COMPARISON OF THE ALGORITHMS, TF,max = 700.

E P1 TF C Ttot Ptot

FITETO 12.9× 10−2 90.3 700 1 700 90.3
FRTETO1 22.8× 10−2 40.2 176.6 3 529.8 120.6
FRTETO2 23.1× 10−2 36.6 158.4 4 633.6 146.4

Fig. 1 shows the penicillin profiles normalized with respect
to the terminal time TF as a function of normalized time
t/TF . The red line shows the FITETO with TF = 720 h,
the profile of FITETO with TF = 700 h is depicted in blue
color, the green line represents FRTETO1 algorithm and the
black line shows profile obtained by FRTETO2 algorithm.
Let us note that on the time axis, t/TF = 1 refers to the
end of the cultivation with the particular algorithm. It can be
seen that the newly proposed algorithms are roughly twice
as effective in maximization of the penicillin productiveness

as the fixed-interval algorithms.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.05

0.1

0.15

0.2

0.25

t / T
F
 (−)

C
P
V

 /
 T

F
 (

g
h

−
1
)

Fig. 1. Normalized penicillin production.

Fig. 2 brings comparison of the relative penicillin produc-
tion CP (t)V (t)/t. The coloring is the same as in case of
Fig. 1. Looking at the picture, it can be seen that while
the FRTETO1 and FRTETO2 profiles are monotonically
increasing and reach their maxima at the end of the profile
which corresponds to the fact that the relative penicillin
production at terminal time is maximized, the maxima of
the FITETO profiles occur somewhere close to the one third
of the cultivation period. It is obvious that also in case of
FITETO algorithm, it would be much more advantageous
to terminate the cultivation much earlier instead of waiting
till the end of cultivation TF,max . Based on the observed
profiles for FITETO algorithm, a naive approach that would
improve its performance could be formulated: maximize the
amount of penicillin at the end of the cultivation TF,max and
when the relative penicillin production CP (t)V (t)/t starts
decreasing, terminate the cultivation. Apparently, the pre-
mature termination of the cultivation would spare much time
consumed by the FITETO algorithm while leading to higher
penicillin production efficiency.
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Fig. 2. Relative penicillin production.

In order to provide the readers with an information about
the feed flow rates applied by the particular algorithm, Fig. 3
shows the u∗ input profiles. An indication of a superprofile
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convergence that frequently occurs in bioprocess control
[14], [17], [18] can be observed in this case as well –
the almost linearly decreasing part of the input profile is
gradually shifted towards the end of cultivation and it is made
steeper for the increasing TF . Inspecting the input profile for
FRTETO2 (the black line), a very short and rapid decrease
from the upper to the lower boundary shortly after t = 100 h
can be observed. This phenomenon has not been reported
in the previous works due to the fact that they considered
coherent sampling with constant sampling period which was
chosen too long for the sudden drop of the inlet feed flow
rate to appear. Since FRTETO2 optimizes also the duration
of the particular input samples, such drop with very short
duration can occur.
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Fig. 3. Input profiles.

To complete the visualization of the obtained results, Fig. 4
shows the total penicillin production for TF,max = 700 h.
The green, black and blue lines represent total penicillin pro-
files for FRTETO1, FRTETO2 and FITETO algorithm. The
dashed lines mark the completed cultivations performed by
the FRTETO1 and FRTETO2 algorithms while the markers
indicate the achieved Ttot and Ptot values.
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Fig. 4. Total penicillin production (TF,max = 700 h).

V. CONCLUSION

In this paper, two algorithms suitable for nonlinear pre-
dictive controller maximizing the efficiency of the penicillin

production were presented. Both of them treat the cultivation
period as a free parameter in addition to the traditionally op-
timized inlet feed flow rate. The first alternative manipulates
the length of the cultivation directly and re-calculates the
sampling period of the inlet feed flow rate accordingly. The
second one exploits a time scaling with the time-dependent
scale being the virtual input, which leads to the length
of particular sampling instances being also optimized. The
encouraging results show efficiency improvement of almost
82 % which demonstrates the usefulness of the proposed
algorithms and suggests their exploitation by the nonlinear
predictive controllers in the industrial practice.

ACKNOWLEDGEMENT

This research has been supported by the Czech Science
Foundation through the grant no. 13-20433S.

REFERENCES

[1] M. Gregory and C. Turner, “Open-loop control of specific growth
rate in fed-batch cultures of recombinant E. coli,” Biotechnology
Techniques, vol. 7, no. 12, pp. 889–894, 1993.

[2] T. Suzuki, T. Yamane, and S. Shimizu, “Phenomenological background
and some preliminary trials of automated substrate supply in pH-stat
modal fed-batch culture using a setpoint of high limit,” Journal of
Fermentation and Bioengineering, vol. 69, no. 5, pp. 292–297, 1990.

[3] T. Siimes, P. Linko, C. von Numers, M. Nakajima, and I. Endo, “Real-
time fuzzy-knowledge-based control of Baker’s yeast production,”
Biotechnology and bioengineering, vol. 45, no. 2, pp. 135–143, 1995.

[4] J. Horiuchi, “Fuzzy modeling and control of biological processes,”
Journal of bioscience and bioengineering, vol. 94, no. 6, pp. 574–578,
2002.

[5] B. Cosenza and M. Galluzzo, “Nonlinear fuzzy control of a fed-batch
reactor for penicillin production,” Computers & Chemical Engineering,
vol. 36, pp. 273–281, 2012.

[6] A. Ashoori, B. Moshiri, A. Khaki-Sedigh, and M. Bakhtiari, “Optimal
control of a nonlinear fed-batch fermentation process using model
predictive approach,” Journal of Process Control, vol. 19, no. 7,
pp. 1162–1173, 2009.

[7] M. Pcolka and S. Celikovsky, “On nonlinear continuous-time optimal
control of penicillin cultivation,” in Control Conference (ECC), 2013
European, pp. 4442–4447, IEEE, 2013.

[8] J. Wan, O. Marjanovic, and B. Lennox, “Disturbance rejection for
the control of batch end-product quality using latent variable models,”
Journal of Process Control, vol. 22, no. 3, pp. 643–652, 2012.

[9] S. Craven, J. Whelan, and B. Glennon, “Glucose concentration control
of a fed-batch mammalian cell bioprocess using a nonlinear model
predictive controller,” Journal of Process Control, vol. 24, no. 4,
pp. 344–357, 2014.

[10] H. Hermes and J. P. LaSalle, “Functional analysis and time optimal
control,” tech. rep., DTIC Document, 1971.

[11] J. E. Bobrow, S. Dubowsky, and J. Gibson, “Time-optimal control of
robotic manipulators along specified paths,” The international journal
of robotics research, vol. 4, no. 3, pp. 3–17, 1985.

[12] J. van Impe and G. Bastin, “Optimal adaptive control of fed-batch
fermentation processes with multiple substrates,” in Second IEEE
Conference on Control Applications, 1993, pp. 469–474, IEEE, 1993.

[13] F. Logist, B. Houska, M. Diehl, and J. F. Van Impe, “Robust multi-
objective optimal control of uncertain (bio) chemical processes,” Chem-
ical Engineering Science, vol. 66, no. 20, pp. 4670–4682, 2011.

[14] M. Pcolka and S. Celikovsky, “Gradient method optimization of
penicillin production,” in Control and Decision Conference (CCDC),
2012 24th Chinese, pp. 74–79, IEEE, 2012.

[15] A. Bryson and Y. Ho, “Applied optimal control,” New York: Blaisdell,
1969.

[16] K. Zhou, J. C. Doyle, K. Glover, et al., Robust and optimal control,
vol. 40. Prentice Hall New Jersey, 1996.
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4.3 Computational/Memory Demand Reduction

The last part of this chapter focuses on the choice of optimization horizon aiming at
reduction of both the computational and memory burden. In application-oriented works,
most of such efforts are implemented based on heuristic principles by setting the horizon to
be constant having found it as a trade-off between the performance expectations and the
computational load of the corresponding optimal controller. Nevertheless, for certain class
of the controlled systems, an adaptive online rule for the choice of the prediction horizon
can be derived. Then, the optimization horizon can be updated in active operation based
on the general technical/physical constraints imposed on the system and exploiting actual
measurements of the output variables and the current influences of the environment.

In [A.3], a racing car optimal control problem was studied. In particular, a (hybrid
nonlinear) predictive controller2 with adaptive optimization horizon was designed such
that the lap-time was minimized and at the same time, safety requirements given by the
track width were respected. Speaking about this particular task, the motivation for adap-
tive optimization horizon turns out to be very intuitive: driving at higher speeds requires
longer prediction horizons and vice versa. In the mentioned work, several optimization
horizon formulas were provided (see Sec. III. C of [A.3]), all of them employing the current
velocity measurements. Following the first method, the horizon is calculated as a linear
function of the vehicle speed. Although very gentle and straightforward in terms of effort
needed to calculate the horizon, this choice requires the linear coefficient to be tuned based
on additional information about the particular track to achieve satisfactory behavior. The
other two (logarithmic) formulas adopt a different philosophy, make additional use of the
internal model of the dynamics of the controlled vehicle used also by the optimization
routine and calculate the horizon long enough to bring the velocity from its current value
to a predefined range with these ranges being their main differentiating element. Here, it
should be remarked that this model-based calculation takes the current parameters of the
system dynamics, the environmental aspects (e.g. road slipperiness) and also the input
action constraints into account. Combining this with a suitable velocity interval choice,
preservation of the maneuverability properties and satisfaction of the safety requirements
can be guaranteed; the corresponding theoretical derivations are also provided in Sec. III.C
of [A.3]. An interesting consequence is that a predictive controller with logarithmic hori-
zon is able to stabilize the vehicle with respect to the racing track given that an optimal

2The design of the underlying optimization algorithm enabling to handle tasks involving hybrid system
dynamics and/or piecewise continuous cost criterion is presented in Chapter 5.2 of this thesis.
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controller with infinite horizon is capable of satisfying this requirement. Numerical experi-
ments and comparisons presented in the mentioned paper demonstrate that while also the
linear-horizon formula can balance performance and computational/memory demands and
outperforms the constant-horizon controller, only the logarithmic-horizon approaches are
Pareto-optimal with respect to multiple evaluative criteria. Moreover, a detailed sensitivity
analysis reveals satisfactory robustness of the proposed control scheme using either of the
last two adaptive horizon formulas against various parameter perturbations.

Since the publication [A.3] mentioned above combines two contributions of this thesis,
its full text is presented later in Chapter 5.2.
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Chapter 5

Robustification against Discontinuity
Effects

In this chapter, robustification against effects resulting from presence of various disconti-
nuities is studied.

In general, this class of problems can be divided into two subclasses: i) tasks deal-
ing with optimization of discrete-valued variables, i.e. quantized inputs optimization, and
ii) tasks involving systems with piecewise continuous dynamics and/or piecewise contin-
uous cost criterion, i.e. discontinuous dynamics/discontinuous cost optimization. Each of
these subclasses has its own specifics and peculiarities and since the approaches addressing
and solving them developed within this thesis differ substantially, they are discussed in
separate subchapters.

5.1 Quantized Inputs Optimization

Optimization considering quantized inputs is a rather delicate task and when discussing
rigorous approaches, mainly linear systems have been considered so far [Picasso et al.,
2003], [Muller et al., 2011], [Aguilera and Quevedo, 2013]. Although also for nonlinear
systems, some theoretical conclusions might be drawn [Rawlings and Risbeck, 2017], not
much about the actual way how exactly the problem can be solved is provided in the
theoretically-oriented papers. Therefore, for the subclass of the problems involving opti-
mization of discrete-valued inputs for nonlinear systems, the most common approach is
to employ a posteriori quantization. Thanks to its simplicity, this naive method is highly
popular especially among industrial practice control engineers since it does not require
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any adaptations of the optimization routine itself, can be handled by a hardware solution
and thus it preserves the original complexity and calculation time demands of the result-
ing controller. On the other hand, it suffers from several substantial drawbacks, namely:
i) the a posteriori quantization introduces undesirable chattering of the optimized input
leading to increased actuator wear and decreased life span and, moreover, this chatter-
ing can often “leak into” other (even continuous-valued) control signals, and ii) excluding
the post-processing from the optimization routine aggravates the negative effects the in-
put quantization might have on the control quality and results in significant performance
degradation compared with the continuous-valued model predictive controller. A more
appropriate but at the same time also a far more complicated approach is to formulate
the discrete-valued input optimization task as a mixed-integer nonlinear programming one
and employ a suitable mixed-integer solver [Bemporad, 2003], [Chakrabarty et al., 2017].
This choice suppresses both of the mentioned drawbacks, on the other hand, the com-
putational and memory demands even for low number of quantization levels are several
times higher than those of the original continuous-valued problem and sooner or later, the
curse of dimensionality fully develops, which might be devastating for applicability of such
approach. Therefore, practical deployment of online control systems based on the mixed-
integer nonlinear programming approach still remains mostly hypothetical and so far, it
has not seen much exploitation. To bring mixed-integer-based approaches closer to real
life, explicit solutions can be used [Grancharova and Johansen, 2009], [Grancharova and
Johansen, 2012], [Chakrabarty et al., 2017], however, the computational/memory burden
even for moderate prediction horizons and moderate number of input/state variables are
huge. A nicely straightforward but rather exotic approach is to evaluate all the possible
variants and choose the one minimizing the cost function [Cortes et al., 2012], [Rodriguez
et al., 2013].

This thesis introduces a robustified optimization algorithm relying on a regularly ex-
ecuted mid-processing optimization iteration. Its main philosophy can be explained as
follows: at first, the optimized input profile from the previous optimization iteration is
projected on the discrete set of admissible input values. Then, this profile is extended
with the already applied input samples and the whole sequence is filtered using a low-pass
filter with a suitable characteristics. Last of all, the last P samples of the sequence are
extracted, projected on the admissible set of input values and subsequently used for the
next optimization iteration. Using the mid-processing iteration, the information about
the input quantization is incorporated directly into the optimization routine. Moreover,
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the high-frequency portion of the optimized input signal is reduced and thanks to that,
both the undesirable oscillatory behavior and control performance degradation are reme-
died. Furthermore, the calculation time is independent of the number of input quantization
levels and is nearly the same as that of the original continuous-valued task, which distin-
guishes the proposed algorithm from the mixed-integer programming approach where the
computational time rises very steeply. The robustified algorithm was presented in [A.14]
and in Sec. 4 and 5 of [A.2] and in both cases, the obtained results were compared with
those of the naive approach exploiting the a posteriori quantification while as the base-
line, the continuous-valued nonlinear predictive controller was considered. In the first case
summarized in [A.14] dealing with a fast-dynamics system, the median of the control per-
formance degradations observed for a set of 2 − 21 quantization levels dropped from 81 %
for the naive a posteriori quantization to 6 % for the newly proposed robustified algorithm
while the control signal was 3 − 24 × less oscillatory with the new algorithm than with
the naive approach. Similar results reported in [A.2] were achieved when controlling a
slow-dynamics system: the control performance aggravation of up to almost 30 % (naive
approach) was remedied to at most 17 % (mid-processing-iteration-based algorithm) while
the oscillations of both the discrete- and continuous-valued input profiles occurring for the
naive approach were significantly suppressed with use of the newly proposed robustified
optimization algorithm.

The publications mentioned above are presented in the original formatting and are
provided on the next page et seq. Let us remind that while the whole publication [A.14]
focuses on the quantized inputs optimization, primarily Sec. 4 and 5 of [A.2] address this
task.
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Quantized Nonlinear Model Predictive Control for a Building

Matej Pčolka1, Eva Žáčeková1, Rush Robinett2, Sergej Čelikovský1,3, Michael Šebek1

Abstract— In this paper, the task of quantized nonlinear
predictive control is addressed. In such case, values of some
inputs can be from a continuous interval while for the others, it
is required that the optimized values belong to a countable set
of discrete values. Instead of very straightforward a posteriori
quantization, an alternative algorithm is developed incorpo-
rating the quantization aspects directly into the optimization
routine. The newly proposed quaNPC algorithm is tested on
an example of building temperature control. The results for a
broad range of number of quantization steps show that (unlike
the naive a posteriori quantization) the quaNPC is able to
maintain the control performance close to the performance of
the original continuous-valued nonlinear predictive controller
and at the same time it significantly decreases the undesirable
oscillations of the discrete-valued input.

I. INTRODUCTION

The last decades have brought significant rise of use of
modern control methods such as Model Predictive Control
(MPC). Increasing popularity can be witnessed not only
amongst academicians but also in the community of process
control engineers [1], [2], [3], [4]. Furthermore, thanks to
its considerable potential for simultaneous energy saving and
thermal comfort satisfaction, MPC has become popular also
in rather conservative areas such as building climate control.
However, although current literature offers not only large
amount of simulation studies [5], [6], [7], [8], [9] but also
several interesting real MPC applications for building climate
control [10], [11], some practical aspects and questions
remain open. One of the most challenging tasks is optimal
control considering discrete-valued input actions.

Sometimes the actuator constraints result in a situation
that part of the manipulated variables might not be set with
infinite accuracy and rather than from a continuous interval,
they can be chosen only from some countable set of discrete
values. The simplest and the most straightforward way to
handle such an issue is to use traditional continuous-valued
optimization and (when converged) project the calculated
optimal input sequence on the desired discrete-valued admis-
sible set. Although simple indeed (and thus often used in
the industrial practice), the a posteriori quantization usually
causes undesirable oscillations of the discrete-valued input
which contribute to actuator abrasion, increase of actuator
stress and failures and reduction of the actuator service
lifetime. Moreover, optimality of the a posteriori quantized
solution obtained by continuous-valued optimization can not
be guaranteed as long as the optimization does not take
the quantization into account. Therefore, the a posteriori
quantization might deteriorate the control performance badly.

1Department of Control Engineering, Faculty of Electrical Engineering of
Czech Technical University in Prague, Technická 2, 166 27 Praha 6, Czech
Republic

2Department of Mechanical Engineering–Engineering Mechanics, Michi-
gan Technological University, 1400 Townsend Drive, Houghton, Michigan,
United States

3Institute of Information Theory and Automation, Czech Academy of
Sciences, Pod Vodárenskou věžı́ 4, 182 08 Praha 8, Czech Republic

A very high-performance approach is to formulate the
optimization task as a mixed integer optimization problem.
However, solution of such complicatedly formulated task
is usually time consuming with steeply rising complexity
[12], [13] and requires massive computational power since
the mixed-integer programming problems are known to be
NP-hard [14]. Although there are several solvers able to
handle nonlinear systems and nonlinear optimization criteria,
majority of the reliable ones are not free for industrial use.
Further information can be found in [15].

In the current paper, we focus on development of an
alternative to the already mentioned approaches. We ex-
ploit continuous-valued optimization and make a suitable
adaptation of the internal optimization procedure such that
the samples of the resulting input sequence belong to the
chosen set of discrete values. Instead of making use of
time-consuming and computationally demanding nonlinear
mixed integer programming, we propose a mid-processing
procedure that both results in quantized optimized input se-
quence and is also computationally modest. The functionality
of the proposed quaNPC algorithm is demonstrated using
an example of zone temperature control for a building in
Houghton, Michigan, and its performance is compared with
both the original continuous-valued nonlinear MPC and the
a posteriori quantized version.

This paper is organized as follows. In Sec. II, the controlled
system is presented including the model description, evalua-
tive criterion and imposed constraints specification. Sec. III
provides a detailed description of the newly proposed opti-
mization procedure. The performance of the newly proposed
quaNPC algorithm is examined in Sec. IV. The comparison
with the original nonlinear MPC and the a posteriori quan-
tized nonlinear MPC (apqNMPC) shows significant reduction
of the oscillations compared with the a posteriori quantized
version while keeping the control performance close to that
of the original continuous-valued NMPC. Sec. V concludes
the paper.

II. BUILDING OF INTEREST
In this Section, one particular zone in the Lakeshore

Building of Michigan Technological University (Houghton,
Michigan) serving as the testbed for the proposed quaNPC
algorithm is described. Besides the model, also optimization
criterion and constraints for the manipulated variables are
provided.

A. Description
In the current paper, a single zone which is a part of

Michigan Technological University is considered. Having
size of 10.2 × 8.5 × 2.7 m and being equipped with an air-
handling unit system, it represents the typical office zone very
reliably. As can be seen from the Fig. 1 (the investigated zone
is the middle one), the zone is surrounded by the corridor
and the neighboring zones from three sides and thus has
one exterior wall. The temperatures of the neighboring zones,
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corridor and ambient temperature are all measured and are
considered as disturbances. Let us note that since for the
ambient temperature, weather forecast is available with suf-
ficient prediction horizon, these predictions are incorporated
directly into the predictive control algorithm. The temper-
atures of neighboring zones and corridor are not predicted
and therefore are only included as currently measurable (but
nonpredictable) disturbances. For the investigated zone itself,
measurements from two temperature sensors (S1a and S1b in
Fig. 1) – such configuration is exploited in the modeling and
validation part since the MPC internal model predicts their
average, however, a more detailed validation test-bed models
temperatures measured by the two sensors separately. For the
sake of completeness, Fig. 1 shows locations of the sensors
of temperatures in the neighboring zones/corridor (S2, S3 and
S4) and the ambient temperature (S5) as well.

Fig. 1. Scheme of the building (taken from [16]).

Regarding the optimizable variables, the following three
quantities can be manipulated: supply air temperature TS ,
supply air mass flow rate ṁ and indoor/outdoor air mixing
ratio δ. The last one plays an important role in providing the
fresh air during the working hours.

For better clarity, the performance of the air handling
unit (AHU) can be explained as follows. At first, the air
mixture is created as a combination of the air from the
controlled zone with temperature TZ and the fresh outside
air with temperature TO where δ specifies the mixing ratio.
The temperature of the air mixture Tm is then given as

Tm = δTZ + (1− δ)TO . (1)

If necessary, the mixed air can be heated to the required
supply air temperature Tm → TS , while cooling is not
allowed. Afterwards, the supply air is sent to the zone at the
supply air mass flow rate ṁ. Let us note that the output of
the supply air fan is quantized with certain quantization step
Q, therefore the fan can produce only several levels of mass
flow rate rather than an arbitrary value from a continuous
interval.

B. Mathematical models
In order to obtain a reliable comparison of all ex-

amined alternatives (apqNMPC, continuous-valued NMPC
and quaNPC), two models with slightly different struc-
tures were identified from the available data. In the fol-
lowing descriptions, TZ stands for zone temperature, TD =

[TE , TC , TW , TO ]T represent the disturbance temperatures cor-
responding to the temperatures of the east and west room (TE
and TW ), corridor (TC) and outside environment (TO) and
TS and ṁ denote the supply air temperature and mass flow
rate.

Structure I with the simpler structure serves as the inter-
nal model for the predictive controllers. The internal-model
structure is considered as follows:

TZ,k+1 =

na−1∑

i=0

aiTZ,k−i +

4∑

q=1

n
q
D
−1∑

i=0

b
q
i T

q
D,k−i

+ cṁ(TS,k − TZ,k).

(2)

with na and n
q
D being the numbers of the lagged state and q-

th disturbance values. Here, na = 2 and n
q
D = [1, 1, 1, 2] were

chosen. Regarding the data pre-processing, TZ was calculated
as average of TZ1 and TZ2 measured by the two sensors (S1a
and S1b).

The performance of the controllers was validated consid-
ering Structure II with the following more involved structure:

TZ1,k+1 = a1TZ1,k + a2TZ1,k +

4∑

q=1

n
q
D1
−1∑

i=0

b
q
i,1T

q
D,k−i

+ cṁ(TS,k − TZ1,k)

TZ2,k+1 = b1TZ1,k + b2TZ2,k +

4∑

q=1

n
q
D2
−1∑

i=0

b
q
i,2T

q
D,k−i

.

(3)

In this structure, the measured temperatures TZ1 and TZ2

are modelled separately. In this case, n
q
D1 = [1, 1, 1, 1] and

n
q
D2 = [1, 1, 1, 0] were considered.
The parameters {ai, bqi c} of the Structure I and

{a{1,2}, b{1,2}, b
q
i,{1,2}, c} of the Structure II, respectively,

were identified using MPC relevant identification method
[17]. Since this method performs multi-step output prediction
errors minimization, it is especially suitable for identification
for MPC and was already succesfully used in case of identi-
fication of building models [18].

Figure 2 shows comparison of the identified models.
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Fig. 2. Structure I. vs. Structure II.

C. Control requirements
To control the room temperature, nonlinear model pre-

dictive controller is exploited for which the minimization
criterion directly corresponds with the control specifications
as follows.

The most important part of the temperature control is
thermal comfort satisfaction. In this case, the thermally

348

43



comfortable situation is specified such that TZ ≥ TZ . As usual
in case of office buildings, the lower threshold for the room
temperature is given as

TZ =

{
22◦ C from 8 a.m. to 6 p.m.,

20◦ C otherwise.
(4)

Then, the cost criterion minimization term corresponding
to the underheating is defined as comfort violation

CV = max(0, TZ − TZ ). (5)

To provide fresh air during the working hours, the follow-
ing restrictions on the maximal mixing ratio δ and minimal
supply air mass flow rate ṁ are imposed:

{δ, ṁ} =

{
{0.7, 0.1} from 7 : 30 a.m. to 6 p.m.,

{1, 0} otherwise.
(6)

Obviously, certain minimal air recirculation with some pre-
defined outdoor air content is required during the working
hours. No further requirements for the air quality are pro-
vided.

The second very important aspect of the temperature
control is its economical part. As can be seen from the
description of the AHU performance provided in the previous
Subsection, there are two procedures that consume energy:
heating the mixed air from temperature Tm to TS and sending
the air into the room at desired ṁ. The first one is then
expressed as

EH ∝ ṁ(TS − Tm) (7)

while the fan power is expressed as

EF ∝ ṁ3. (8)

The overall evaluative criterion is obtained as a weighted
linear combination of (5), (7) and (8) summed over chosen
period P ,

J =

P∑
ω1ṁ

3 + ω2ṁ(TS − Tm) + ω3CV . (9)

In this paper, ω1 = 0.5, ω2 = 1 and ω3 = 30 are used.
To complete the control requirements specification, manip-

ulated variables constraints need to be provided:

TS ∈ 〈Tm, 30◦C〉,
ṁ ∈ Ṁadm,

δ ∈ 〈0, δ〉. (10)

It should be noted that in accordance with the AHU descrip-
tion provided earlier, Ṁadm is a set of discrete values defined
as

Ṁadm = {ṁa|ṁa ∈ 〈ṁ, 0.52〉, ṁa = a×Q, a ∈ Z}, (11)

where Q specifies the quantization step of the fan.

III. OPTIMIZATION
Having defined the cost criterion J over chosen prediction

horizon P with J generally given as

J =

P∑

k=1

L(xk, uc,k, uq,k), (12)

the related optimization task can be summarized as follows:

find {u∗c , u∗q} = argmin J (13)

such that

xk+1 = f(xk, uc,k, uq,k)

uc,k ∈ 〈uc, uc〉
uq,k ∈ Uadm, (14)

where uc are the continuous-valued inputs, uq are quantized
(discrete-valued) inputs and f(xk, uc,k, uq,k) represents the
dynamics of the controlled system. Here, the admissible set
of quantized input values Uq,adm is defined as

Uq,adm = {uq,adm|uq,adm ∈ 〈uq , uq〉, uq,adm = m×Q}, (15)

where Q ∈ R+ is the chosen quantization step and m ∈ Z
represents multiple of the quantization step. Without loss of
generality, it can be assumed that for both uq and uq , there
exist such a, b ∈ Z that

uq = a×Q, uq = b×Q.

If the original constraints for uq do not satisfy this condi-
tion, the original admissible input interval 〈uq , uq〉 can be
contracted to 〈uq,n, uq,n〉, where

uq,n = min{uq,n = a×Q|uq,n ≥ uq , a ∈ Z}

and
uq,n = max{uq,n = b×Q|uq,n ≤ uq , b ∈ Z}.

To solve the task (13) with respect to the constraints
(14–15), adaptation of the well-known Hamiltonian-based
gradient optimization method is proposed.

The original gradient method [19], [20] can be described
as follows: starting from the initial guess of the optimal input
sequence u0, the following iterative search is performed:

ul = ul−1 − α
∂H

∂u
, (16)

where l specifies the number of iteration of the gradient
algorithm. The Hamiltonian H is created as

H = L(xk, uc,k, uq,k) + λTk+1f(xk, uc,k, uq,k) (17)

where λ is a costate vector with backwards dynamics

λk =
∂H

∂x
(xk, uc,k, uq,k, λk+1) (18)

and terminal condition

λP =
∂J

∂x
|P . (19)

At each iteration l, the obtained input profile ul is projected
on the admissible input interval 〈u, u〉, which enforces satis-
faction of input constraints. The procedure (16) is terminated
if |J(ul)−J(ul−1)| ≤ ε for a properly chosen sensitivity ε > 0.

It is obvious that the above described procedure results
in continuous-valued sequence {uc, ûq}. To obtain discrete-
valued input sequence uq , additional postprocessing can be
performed. The most straightforward postprocessing consists
in rounding the obtained continuous-valued input sequence
ûq away from zero to the nearest multiple of the quantization
step,

uq = Q · round
(
ûq

Q

)
, (20)

where round(·) = sgn(·)	| · |
. The main disadvantage of such
naive postprocessing is that it often leads to high-frequency
oscillations of the input signals. Such oscillations can be
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ineffective from the economical point of view and moreover
might result in increase of actuator abrasion and decrease of
its lifetime.

To overcome these issues, the adaptation of the original
Hamiltonian-based method is proposed in the sequel. The key
part of the adaptation is to include a regular mid-processing
each I-th iteration, I ∈ N+. The mid-processing iteration is
then each iteration l for which l = m× I, m ∈ N+.

During the mid-processing iteration, the following proce-
dure is performed: at first, continuous-valued sequence ûlq is
rounded towards the nearest multiple of Q to obtain ulq,◦,

ulq,◦ = Q · round
(

ûlq

Q

)
. (21)

Then, sequence of nf past and P future input samples
←→uq l = [←−uq , ulq,◦] is created. Here,

←−uq = [uq,k−nf
, uq,k−(nf−1), . . . , uq,k−2, uq,k−1] (22)

represents the last nf samples that have been applied to
the system. Then, ←→uq l is filtered with a user-defined low-
pass filter with order nf suppressing the undesired high
frequencies in the resulting sequence ←→uq,lfilt. Last of all, the
filtered sequence ←→uq,lfilt is quantized,

←→uq,lfilt,◦ = Q · round
(←→uq,lfilt

Q

)
(23)

and the last P -samples subsequence is extracted and used for
the next iteration,

ulq = [←→uq,lfilt,◦,k,
←→uq,lfilt,◦,k+1, . . . ,

←→uq,lfilt,◦,k+P ]. (24)

The overall optimization procedure is then summarized as
follows:

Algorithm quaNPC
1) using the given initial condition x0 and inputs from the

previous iteration {ul−1
c , ul−1

q }, obtain state trajectories
X = [x0, x1, . . . , xP ] such that xk+1 = f(xk, u

l−1
c,k

, ul−1
q,k

);
2) using the state trajectories X and inputs {ul−1

c , ul−1
q },

obtain the co-state trajectory Λ = [λ0, λ1, . . . , λP ] with
terminal condition (19) and dynamics (18);

3) calculate gradient ∂H/∂u and perform gradient step (16),
obtain ulc and ûlq;

4) if mod (l, I) = 0

then perform the mid-processing:
i) quantize ûlq according to (21) with chosen Q, obtain

ulq,◦,
ii) create sequence ←→uq l = [←−uq , ulq,◦],
iii) filter ←→uq l using a low-pass filter with chosen char-

acteristics and order nf , obtain ←→uq,lfilt,
iv) quantize ←→uq,lfilt with chosen Q, obtain ←→uq,lfilt,◦,
v) obtain ulq as the last P samples of ←→uq,lfilt,◦;
else ulq = ûlq;

5) project the sequences ulc and ulq on the admissible
intervals 〈uc, uc〉 and 〈uq , uq〉;

6) if |J(ul)− J(ul−I)| ≤ ε

then terminate,
else l = l + 1, repeat from 1).

The performance of the quaNPC algorithm is inspected in
the following Section where a comparison with the naive
postprocessing and the original continuous-valued nonlinear
MPC is provided.

IV. RESULTS
To examine all three alternatives (original continuous-

valued NMPC, apqNMPC exploiting the a posteriori quanti-
zation and the newly proposed quaNPC), a numerical experi-
ment corresponding to a two-week period was performed. In
this case, Q = ṁ/4 was chosen which results in a mass flow
rate profile with 5 admissible quantization levels.

Fig. 3, 4 and 5 show zone temperature, supply air mass
flow rate and supply air temperature profiles for the three
inspected variants. Since there are no other requirements for
the air quality than just the highest allowed indoor/outdoor
air mixing ratio δ and given that the ambient temperature is
always lower than the indoor temperature (which in Michigan
holds fairly well), it is obvious that the optimal value of
mixing ratio is always δ∗ = δ. Therefore, figure showing
profiles of δ is unnecessary.
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Fig. 3. Zone temperature.
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Fig. 4. Supply air mass flow rate.

While the thermal comfort performance is fairly similar
and can be considered satisfactory for all three controllers,
significant contrasts can be observed by inspecting manipula-
tion of the input profiles. Although mass flow rate profile (see
Fig. 4) for quaNPC is rather flat with only occasional oscilla-
tions between two neighboring quantization steps, apqNMPC
mass flow rate profile oscillates much more. Fig. 6 shows a
detailed picture of what seems to be more oscillatory part of
the quaNPC mass flow rate. Exploring the zoomed part it can
be seen that although some increase of oscillations occurs
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Fig. 5. Supply air temperature.

indeed for quaNPC algorithm, the number of oscillations
is still negligible compared with the apqNMPC. This is
supported also by Fig. 7, where frequency spectra of the mass
flow rate profiles for all three controllers are depicted. Here,
fN is the normalized frequency.
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Fig. 6. Supply air mass flow rate – detail.

−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

140

160

180

200

f
N

 (−)

|Y
(f

N
)|

 

 

apNMPC
quaNPC
NMPC

Fig. 7. Frequency spectra of mass flow rate profiles.

Since the controllers calculate not only the supply air mass
flow rate ṁ, it might be interesting to look at the behavior
of the other calculated input profiles. Looking at Fig. 5, it
is evident that a posteriori quantization increase oscillations
not only in the mass flow rate profile but in supply air
temperature profile as well. On the other hand, according to
Fig. 4, 5 and 7, it can be concluded that the efforts to decrease
high-frequency content of the input signal by making use of
quaNPC was successful and it positively affect not only the
quantized variable but the other optimized variables as well.

TABLE I
TWO-WEEK COMPARISON OF THE CONTROLLERS.

Nq IJ,r(%) RSN (–)
apqNMPC quaNPC

2 369 68 24.4
4 95 17 6.3
6 86 7 5.0
8 76 5 4.0

10 69 2 3.7
21 59 0 2.8
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Fig. 8. Two-week comparison, multiple Nq (• - IJ,r of apqNMPC, � -
IJ,r of quaNPC, � - RSN ).

In Tab. I, the numerical comparison of the controllers
is provided for various different numbers Nq of considered
quantization levels. For sake of completeness, also one very
high value of Nq was inspected. As already indicated, the
main objective of proposing a new algorithm was to both
reduce the undesired oscillations of the discrete-valued input
and keep the performance close to the continuous-valued
predictive controller. Therefore, two evaluators are proposed
as follows. IJ,r represents the relative increase of the cost
criterion normalized with respect to the original continuous-
valued NMPC while RSN specifies the ratio of the apqNMPC
U-D mass flow rate switchings versus quaNPC U-D mass
flow rate switchings. For this purpose, the U-D (up-and-
down) switching is defined as number of sampling periods
at which two consecutive differences of the discrete-valued
input have opposite signs. For better illustration, the numer-
ical values from Tab. I are graphically presented in Fig. 8.

The more complete comparison brought by Tab. I and Fig.
8 demonstrates what was already indicated by the experi-
ment with 5-valued mass flow rate. Just pure a posteriori
quantization deteriorates control performance significantly.
For the finest considered quantization with 21-valued input,
the quaNPC algorithm is able to ensure performance which
is equivalent to the original continuous-valued NMPC in the
sense of the cost criterion value, while the value of the
evaluative criterion for the apqNMPC is still almost 60%

higher than for the original NMPC. Decreasing the number
of the admissible input values Nq of the quantized input, the
contrast between the apqNMPC and quaNPC is even more
significant. With the most coarse quantizing Nq = 2, increase
of cost criterion of quaNPC is 68% which is about the same
as achieved by apqNMPC with Nq = 10. On the other hand,
apqNMPC with coarsest quantization causes cost criterion to
be almost 370% higher than for the continuous-valued NMPC.

The values of RSN listed in Tab. I prove that the reduction
of the oscillatory behavior of the quantized input was success-
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fully accomplished for other number of quantization steps as
well. As can be expected, the relative reduction decreases
with finer quantization but also in case of the finest one
(Nq = 21), the mass flow rate calculated by quaNPC oscillates
almost 3 times less than the one provided by apqNMPC.
The trend sketched in Fig. 8 shows that when reducing
the number of admissible values of supply air mass flow
rate, the ratio between apqNMPC oscillations and quaNPC
oscillations rises nearly exponentially from almost 3 (Nq =

21) to more than 24 (Nq = 2) which clearly demonstrates
that (with less quantization steps) quaNPC is much more
considerate of the actuators than apqNMPC.

For the practical applications, also time consumption of the
optimization procedure is important. The apqNMPC approach
exploits the same optimization procedure as in case of
original continuous-valued NMPC and since the a posteriori
quantization can be performed using a hardware solution,
this alternative does not bring any increase of computational
time compared to the original NMPC. On the other hand,
quaNPC procedure increases the duration of the calculations
by 0.25 s which corresponds to 19% of time consumed by
the continuous-valued NMPC. Here it should be remarked
that this percentual increase is constant and is independent
of number of quantization steps which is not the case for
mixed integer nonlinear programming tasks where the time
needed to find the solution often grows exponentially.

Combination of attractive performance approaching the
continuous-valued NMPC standard, more careful manipu-
lation of the discrete-valued inputs and nondemanding im-
plementation and calculations makes quaNPC proposed in
the current paper a suitable candidate for the application in
industrial practice.

V. CONCLUSION

In the current paper, the task of nonlinear model predic-
tive control with both continuous-valued and discrete-valued
inputs was handled. An alternative to the commonly used
a posteriori quantization of the optimized input values was
proposed. Rather than using a completely independent and
separate post-processing of the calculated values, the quan-
tization aspects are incorporated directly into the developed
quaNPC optimization algorithm.

The comparison of the quaNPC algorithm with the a-
posteriori-quantizing approach shows significant reduction
of quantized-input oscillations for quaNPC demonstrated by
both lower number of U-D switchings (quaNPC input profiles
oscillate 2.8 – 24.4 times less than apqNMPC profiles for the
examined range of numbers of quantization steps) and input
frequency spectrum with lower content of higher frequencies.
Regarding the cost criterion, application of quaNPC results
in much smaller deviations from the performance of the
continuous-valued NMPC than just naive a posteriori quanti-
zation. From certain reasonable number of quantization steps
Nq = 6, the quaNPC performance deviates only marginally
from the NMPC performance (7% and less; 0% degradation
for the finest tested quantization) while performance of
apqNMPC is much worse even up to a very fine quantization
(control performance degradation of 59 – 86%). The limit case
Nq = 2 (basically an on-off control) shows that although the
a posteriori quantization is absolutely unsatisfactory from the
control performance point of view, the quaNPC algorithm is
able to keep the control performance within admissible limits.

The comparison therefore proves that quaNPC is a promising
candidate for the utilization in the area of industrial control.
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a b s t r a c t

The linear model predictive control which is frequently used for building climate control benefits from
the fact that the resulting optimization task is convex (thus easily and quickly solvable). On the other
hand, the nonlinear model predictive control enables the use of a more detailed nonlinear model and it
takes advantage of the fact that it addresses the optimization task more directly, however, it requires a
more computationally complex algorithm for solving the non-convex optimization problem. In this pa-
per, the gap between the linear and the nonlinear one is bridged by introducing a predictive controller
with linear time-dependent model. Making use of linear time-dependent model of the building, the
newly proposed controller obtains predictions which are closer to reality than those of linear time in-
variant model, however, the computational complexity is still kept low since the optimization task re-
mains convex. The concept of linear time-dependent predictive controller is verified on a set of nu-
merical experiments performed using a high fidelity model created in a building simulation environment
and compared to the previously mentioned alternatives. Furthermore, the model for the nonlinear
variant is identified using an adaptation of the existing model predictive control relevant identification
method and the optimization algorithm for the nonlinear predictive controller is adapted such that it can
handle also restrictions on discrete-valued nature of the manipulated variables. The presented com-
parisons show that the current adaptations lead to more efficient building climate control.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Presently, energy savings and reduction of energy consumption
in buildings are some of the most challenging issues facing the
engineering community. The reason is straightforward and the
numbers speak for themselves – up to 40% of the total energy
consumption can be owed to the building sector (Perez-Lombard,
Ortiz, & Pout, 2008). More than half of this 40% is consumed by
various building heating/cooling systems. Therefore, the recent
significant emphasis on the energy savings in this area is right on
target and can be observed in recent years. For example, the
strategy of the European Union called “20–20–20” (European
Economic & Social Committee, 2005) should be mentioned. In-
tended to be followed by all of Europe through the year 2020, this
strategy aims at 20% reduction of the use of primary energy
sources and production of the greenhouse gas emissions, and the

renewable energy sources are expected to provide 20% of the
consumed energy. With the clearly evident need for savings in the
area of the building climate control, improvements can be found
when considering the latest control techniques.

Model Predictive Control (MPC) is one of the most promising
candidates for an energetically efficient control strategy (Pčolka,
Žáčeková, Robinett, Čelikovský, & Šebek, 2014a, 2014b). This was
also demonstrated within the framework of the Opticontrol pro-
ject. One research team at ETH Zurich (Switzerland) showed via
numerous simulations that using MPC instead of the classical
control strategies achieves more than 16% savings (Gyalistras &
Gwerder, 2010; Oldewurtel et al., 2010) depending on the building
type. If one considers real operational conditions, these savings
can be even higher when the MPC is modified appropriately for
the conditions. This was shown by teams from Prague (Prívara,
Široký, Ferkl, & Cigler, 2011; Žáčeková & Prívara, 2012 and UC
Berkeley (Ma, Kelman, Daly, & Borrelli, 2012) where the actual cost
savings were even better than the theoretical expectations (27%
and 25% reduction of the energy consumption, respectively).

However, MPC suffers from several drawbacks including the
complexity of the optimization routine and the need for a reliable
mathematical model of the building. In order to be feasible and
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computable, simplified formulations are often considered. More-
over, linear models are usually assumed and exploited by the
optimizer. Therefore, in the majority of the MPC applications, the
overall task is formulated as a linear/convex optimization problem
easily solvable by the commonly available solvers for quadratic or
semidefinite programming (Verhelst, Degrauwe, Logist, Van Impe,
& Helsen, 2012; Prívara et al., 2011). Although being computa-
tionally favorable and able to find the global minimum in case of
the convex formulation of the optimization task, their dis-
advantage is that they do not enable minimization of the non-
linear/nonconvex cost criteria and therefore, only certain approx-
imation of the real cost paid for the control is optimized. More-
over, they resort to the optimization of either the setpoints or the
energy delivered to the heating/cooling systemwhile leaving all its
distribution to the suboptimal low-level controllers which can
lead to a significant loss of the optimality gained by the MPC.

In several recent works, the effort to take the nonlinearities
(caused either by the dynamical behavior of the building or by the
control requirements formulation) into account within the opti-
mization task can be found (Ma et al., 2012, 2011). In this paper,
we discuss both possibilities for the zone temperature control (the
linear and the nonlinear MPC) and moreover, we bridge the two
banks of the gap between the nonlinear and the linear variant of
the MPC by introducing linear model that changes in time. Such
model can describe the building dynamics in a more reliable and
flexible way than the original linear model while it still keeps the
low complexity of the optimization task (since with the linear
model, the optimization task to be solved remains convex). The
way of obtaining a time-varying model is described and the results
of the linear predictive controller with linear model that changes
in time are compared with the results of the original (linear and
nonlinear) MPCs.

It should be mentioned that a good predictive controller relies
on a good system dynamics predictor and therefore, we focus on
the identification of such reliable multi-step predictors as well.
The MPC employs optimization over certain given prediction
horizon and this fact should be taken into consideration also in the
design of the identification procedure. Unlike the commonly used
identification methods (PEM, Ljung, 1999) which provide models
that are able to predict well only over short horizons, the methods
based on minimization of multi-step prediction errors (MRI –

model predictive control relevant identification, Laurí, Salcedo,
Garcia-Nieto, & Martínez, 2010) offer models with more attractive
prediction properties. Therefore, we exploit the MRI for identifi-
cation of both linear and nonlinear models. While several pub-
lished works deal with application of MRI for estimation of para-
meters of linear models (Chi, Fei, Zhao, Zhao, & Liang, 2014; Shook,
Mohtadi, & Shah, 1991; Zhao, Zhu, & Patwardhan, 2014), no ex-
tension, to the best knowledge of the authors of this paper, has
been provided for estimation of parameters of nonlinear models.
Moreover, even the linear version of MRI in the literature is usually
validated only on simple artificial examples. On the other hand,
this paper presents application of both the linear and the newly
proposed nonlinear MRI versions on much more complex and
realistic example of building model identification.

Furthermore, a very important practical aspect of the building
temperature control is addressed in this work as well. In real-life
building applications, water pumps are a crucial part of the ac-
tuators used to manipulate the optimized input variables. These
water pumps possess nonlinear output dynamics where the
amount of mass flow rate which can be provided by the pump is
often quantized. Therefore, the achievable water mass flow rates
belong to a countable set of discrete values rather than to a con-
tinuous interval. The appropriately designed control algorithm
should take this information properly into account. This can be
performed in several ways: (1) mixed-integer programming

techniques can be employed, (2) additional postprocessing after
the calculation of the optimal inputs can be applied, or (3) the
(originally continuous-valued) optimization procedure itself can
be adapted such that discrete-valued input profiles are obtained.

First of all, the mixed-integer programming approach is the
most suitable one in case that one of the manipulated variables
should belong to countable set of discrete values. However, the
mixed-integer programming problems are known to be NP-hard
(Bussieck & Vigerske, 2010; Lenstra, 1983; Pancanti, Leonardi,
Pallottino, & Bicchi, 2002) and their solution using mixed-integer
programming solvers requires massive computational power.
Furthermore, the majority of reliable currently available mixed-
integer solvers able to handle nonlinear system description/non-
linear optimization criterion are not free for industrial use. Since
the computational burden caused by solving the mixed-integer
programming task is huge and it is in direct opposite to the ex-
tensive effort to simplify the control schemes and systems used in
buildings, this direction is not suitable. Instead of formulating the
building temperature control problem as a mixed-integer pro-
gramming task, the other two mentioned options (additional
postprocessing and adaptation of the continuous-valued optimi-
zation procedure) are elaborated in the current paper.

The paper is organized as follows: Section 2 illustrates the
problem of the building climate control on a simple example. Both
the building and the heat delivery system description are pro-
vided. Furthermore, control performance criterion, comfort re-
quirements and restrictions are introduced. In Section 3, the
models supplying predictions to the model-based controllers are
described. The nonlinear model is derived in Section 3.1 based on
the thermodynamics while for the linear model, the assumed
simplifications are presented in Section 3.2. The linear time-
varying model is presented in Section 3.3. A new approach to es-
timating parameters of the nonlinear model with respect to the
multi-step prediction error minimization criterion proposed in
Section 3.4. Two alternative versions of this approach are pre-
sented which are some of the main contributions of this paper. All
models are verified on the data set obtained from TRNSYS en-
vironment and their results are discussed. Section 4 describes the
controllers including the low level re-calculation (for the linear
MPC) and the nonlinear optimization routine (for the nonlinear
MPC). In order to address the discrete-valued nature of part of the
considered actuators, the nonlinear MPC optimization routine is
changed in two ways: either a naive additional post-processing is
employed or the mid-processing iteration (which is another main
contribution of this paper) is incorporated into the routine. In
Section 5, building behaviors of all proposed controllers are in-
vestigated and their results are presented and examined. Section 6
draws conclusion of the paper.

2. Problem formulation

In this section, the description of the building, constraints and
the evaluative performance criterion are formulated.

2.1. Building of interest

The building under our investigation is a simple medium
weight one-zone building modeled in the TRNSYS16 (University of
Wisconsin-Madison, 1979) environment, which is a high fidelity
simulation software package widely accepted by the civil en-
gineering community as a reliable tool for simulating the building
behavior.

The building considered in this paper is a medium sized one
with a size of 5�5�3 m and a single-glazed window (3.75 m2)
placed in the south-oriented wall. The Heating, Ventilation and Air
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Conditioning (HVAC) system used in the building is of the so-
called active layer type. Technically, the HVAC system consists of
TABS (thermally activated building system) – a set of metal pipes
encapsulated into the ceiling distributing the supply water which
then enables thermal exchange with the concrete core of the
modeled building consequently heating the air in the room. This
configuration corresponds to the commonly used building heating
system in the Czech Republic. Ambient environmental conditions
(ambient temperature, ambient air relative humidity, solar radia-
tion intensity and others) are simulated using TRNSYS Type15 with
the yearly weather profile corresponding to Prague, Czech
Republic.

Fig. 1 shows a sketch of the building HVAC system configura-
tion, the “building” variables and the environment variables. Re-
garding the building inner variables, four of them are considered
to be available – zone temperature TZ, ceiling temperature TC,
temperature of the return water TR and temperature of the south-
oriented wall TS. From the environmental influences, solar radia-
tion Q̇ S and outside-air temperature TO are taken into account as
disturbances while the supply water temperature TSW and the
mass flow rate of the supply water ṁ are the controlled input
variables. The TRNSYS model in this configuration offers a good
numerical test-bed to compare the control approaches, and the
results obtained with this model can be generalized without any
loss of objectivity.

The next step is to describe the heat distribution system. In the
application presented in this paper, the configuration of the
heating system as shown in Fig. 2 is considered. Clearly, the sto-
rage tank plays a key role as the sole heat supplier in this system.
In fact, having obtained the requirements for the supply water
temperature TSW and the supply water mass flow rate ṁ, these two
values are “mixed” using the return water with the temperature TR
flowing into the building inlet pipe through the side-pipe at the
mass flow rate ṁs and the water from the storage tank which is
kept at certain constant value TSt (in this paper, = °T 60 CSt is
considered) and can be withdrawn from the tank at mass flow rate
ṁSt . Based on this, the following set of equations can be written for
the upper three-way valve:

̇ = ̇ + ̇
̇ = ̇ + ̇ ( )

mT m T m T

m m m . 1
SW St St S R

St S

which can be further rewritten into an expression for the

calculation of the storage water mass flow rate,

̇ = ̇ ( − )
( − ) ( )m m
T T
T T

.
2St

SW R

St R

Having the return water temperature values at disposal and
extracting the storage water with the temperature of TSt at the
mass flow rate ṁSt , both the supply water temperature and supply
water mass flow rate related to the heating requirements can be
achieved.

2.2. Control performance requirements

Considering the building climate control, one of the most im-
portant tasks is to ensure the required thermal comfort which is
specified by a pre-defined admissible range of temperatures re-
lated to the way of use of the building (office building, factory,
residential building, etc.). Under the weather conditions of middle
Europe with quite low average temperatures where heating is
required for more than half of year, the thermal comfort satisfac-
tion requirement can be further simplified such that the zone
temperature is bounded only from below. Since an office building
with regular time schedule is considered, the lowest admissible
zone temperature ( )T tZ

min whose violation will be penalized is
defined as a function of working hours as

( ) = °
° ( )

⎧⎨⎩T t
22 C from 8 a. m. to 6 p. m .,

20 C otherwise. 3
Z
min

Then, the thermal comfort violation is expressed as

( ) = ( ( ) − ( )) ( )CV t T t T tmax 0, . 4Z
min

Z

Besides the comfort violation CV(t), the price paid for the op-
eration of the building is penalized in the cost criterion as well.
Coming out of the considered structure of the building and its
energy supply system, the monetary cost includes the price for the
consumed hot water and the electricity needed to operate the two
water pumps. While the hot water price PW is considered constant
(see Table 1), the electricity price PE(t) which applies to the op-
eration of the supply and storage water pumps is piece-wise
constant and similar to the lowest admissible zone temperature

Fig. 1. A scheme of the modeled building.

Fig. 2. A scheme of heat distribution system.

Table 1
List of the specific parameters.

TZ
min (°C) 22/20 PW (–) 2.6199

HT (€/kWh) 0.1168 α0 (–) 9
LT (€/kWh) 0.0502 α1 (–) × −9.25 10 3

TSt (°C) 60 α2 (–) × −1.875 10 6

[ ̇ ̇ ]m m, [15,60] ΔT (°C) 5
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profile, it depends on the working hours as follows:

( ) = ( )
⎧⎨⎩P t

HT

LT

from 8 a. m. to 6 p. m .,

otherwise. 5
E

In order to bring the presented case study closer to reality, the
values of high and low tariff (HT and LT) have been chosen in ac-
cordance with the real prices approved by the Regulatory Office
for Network Industries of Slovak Republic (R.O. for Network In-
dustries, 2011). The exact values of HT and LT in €/kWh are listed in
Table 1.

Thus, the overall performance criterion over a time interval
〈 〉t t,1 2 is formulated as

∫ ∫ ( )ω= ( ) + ( )( ( ̇ ) + ( ̇ )) + ̇ ( )J CV t t P t P m P m P m td d .
6t

t

t

t

E C C St W St
1

2

1

2

Here, ω is the virtual price for the comfort violation CV(t) which is
defined by Eq. (4) and ̇P mW St represents the cost paid for the
consumed hot water. Time-varying electricity price is expressed as
a function of time by Eq. (5) and the power consumptions of the
water pumps corresponding to ṁ and ṁSt can be calculated as a
quadratic function of the particular mass flow rate,

α α α

α α α

( ̇ ) = + ̇ + ̇
( ̇ ) = + ̇ + ̇ ( )

P m m m

P m m m

,

. 7

C

C St St St

0 1 2
2

0 1 2
2

The parameters α0,1,2 are listed in Table 1.
Let us note that since the criterion (6) specifies the control

requirements for the control of a building in a very compact form,
all considered controllers will be evaluated and compared ac-
cording to this criterion.

2.3. Constraints

In order to ensure proper functionality of the heat distribution
system depicted in Fig. 2, the following technical constraints im-
posed on the manipulated variables need to be taken into account.

First of all, the constraints on mass flow rates which can be
achieved by both the supply water pump and storage water tank
pump need to be respected. The upper bound of the mass flow
rates is given by the maximal power of the considered pumps.
Technically, the lower bound on the supply water mass flow rate ṁ
and storage tank mass flow rate ṁSt is zero, however, the supply
water pump is required to always maintain some nonzero supply
water mass flow rate. To prevent the supply water pump from
damage resulting from water overpressure potentially caused by
the storage tank pump, the storage tank mass flow rate must never
exceed the supply water mass flow rate. Due to this, the mass flow
rate of the supply water and the storage tank mass flow rate are
bound together by the relation ̇ ≤ ̇m mSt . The last mass flow rate
constraint results from a common feature of the water pumps that
are very often multi-valued and cannot set the mass flow rate with
arbitrarily small sensitivity. Therefore, the mass flow rate values
must belong to a countable admissible set of discrete values.

The second group of constraints is imposed on the supply
water temperature. Since the storage tank is the only source of hot
water and no additional heater that could increase the water
temperature to values higher than TSt is considered, it is obvious
that the highest required supply water temperature must be lower
than or equal to storage water temperature. However, the heat
losses caused by the transportation of the storage water should be
also reflected and therefore, it is more realistic to consider the
upper constraint for the supply water temperature to be several
degrees lower than the storage water temperature. Last of all, let
us note that a situation which requires a value of TSW to be lower
than the return water temperature TR would mean negative sto-
rage water mass flow rate ṁSt , which can not be practically

realized. On the other hand, it is also obvious that such TSW re-
quirement really cannot be satisfied as only the hot water storage
is considered in this configuration. With no cold water storage
neither water chiller provided, the temperature of the supply
water cannot be decreased below the return water temperature
and the active cooling mode is not allowed.

Since the storage water mass flow rate is not an independent
variable and is uniquely given by the supply water mass flow rate
ṁ and supply water temperature TSW, the constraints for storage
water mass flow rate can be omitted. To sum up, the above
mentioned technical constraints are mathematically formulated as
follows:

̇ ≤ ̇ ≤ ̇
̇ ∈ ̇ = { ̇ | ̇ = × ∈ }

{ } ≤ ≤ − Δ ( )


m m m

m M m m a q a

T T T T T

, ,

max , . 8
st

R SW SW St

adm a a

Parameters ṁ, ṁ and ΔT are provided in Table 1. Several dif-
ferent values of quantization steps qst were considered in this
work and their exact values are specified later.

3. Modeling and identification

In this section, the derivation of models for the particular var-
iants of the MPC (being one of the crucial part of the whole control
approach) is described and explained. A special emphasis is put on
explanation and description of Model Predictive Control Relevant
Identification (MRI) approach, the identification procedure pro-
viding mathematical models with good prediction behavior on
wider range of prediction horizons.

3.1. Nonlinear model (NM)

In the current paper, the methodology that is widely used for
modeling of heat transfer effects in buildings (ASHRAE, 2009;
Barták, 2010; Lienhard, 2013) is followed. As explained in the
dedicated literature, several physical phenomena need to be con-
sidered to obtain an appropriate structure reliably describing the
building behavior. The most crucial aspects influencing the ther-
modynamics within the inspected zone are:

1. Convection from walls: This phenomenon occurs when fluid (in
this case the zone air) moves along the body (wall) with dif-
ferent surface temperature. It affects both the heated wall TC
and the unheated wall TS and the zone temperature TZ. Derived
from the well known Newton's cooling law, the heat flux qW ,conv
caused by convection can be expressed as

= ( − )q h T T .W W W Z,conv ,conv

In this expression, hW ,conv denotes the convection heat transfer
coefficient and TW refers to temperature of one of the con-
sidered walls, i.e. TC or TS.
In case that the fluid is externally forced to move, the convec-
tion heat transfer coefficient hW ,conv is independent of the
temperature difference −T TW Z . However, in case that the fluid
motion is caused solely by buoyant forces arisen from different
temperatures of the fluid and the body (and thus temperature-
dependent density of the fluid) and the gravitational effects, the
convection heat transfer coefficient hW ,conv is expressed as a
function of this temperature difference (ASHRAE, 2009; Lien-
hard, 2013). A common and empirically proven choice is to
express the convection heat transfer coefficient hW ,conv as a
weak function of the temperature difference Δ = −T T TW Z ,
typically ∝ |Δ |h TW ,conv

1/4 or ∝ |Δ |h TW ,conv
1/3 (Lienhard, 2013;

Zmrhal & Drkal, 2006). Based on the technical specification of
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the building examined in this paper (absence of the ventilation
fan), the forced convection is neglected and the convection heat
transfer coefficient is in accordance with ASHRAE (2009), Barták
(2010), and Lienhard (2013) modeled as

= −h h T T ,W W W Z,conv ,conv

1
3

where hW ,conv accounts also for influence of the surface area of
the convecting wall AW,conv. Then, the convection heat flux
qW ,conv from particular wall can be summarized as

= − ( − ) ( )q h T T T T .
9W W W Z W Z,conv

1
3

2. Mutual interactions of the walls: Out of the three possible heat
transfer phenomena – conduction, radiation and convection –,
the first two might apply when inspecting the mutual interac-
tions between the considered walls (ASHRAE, 2009; Lienhard,
2013). Conduction heat flux qcond occurs due to the presence of
common edges and vertices of the walls and being the simpler
one, it is expressed by a formula resembling Newton's cooling
law (Balmer, 2010; Lienhard, 2013),

= ( − )q h T T .W S C,cond cond

Here, the conduction heat transfer coefficient hW ,cond is propor-
tional to the surface area of the walls and inversely proportional
to the distance between the points at which the temperatures
TC and TS are provided.
Regarding the radiation, the well known Stefan–Boltzmann law
applies:

= ( − )q h T T ,S Crad rad
4 4

with hrad embracing (besides the effect of the Stefan–Boltzmann
constant) various influences such as view factor between the
two irradiating objects, emissivity/absorptivity and the surface
area (Balmer, 2010). In case that the temperature difference
between the two objects is relatively small (which holds true
also for the heated and unheated wall temperatures), radiation
heat flux qrad can be with sufficient accuracy approximated by a
linear function of the temperature difference,

≈ = ( − )q q h T TS Crad rad rad

and the joint conduction/radiation heat flux can be then
expressed as

= + = ( − ) ( )q q q h T T . 10W S Ccd,rd ,cond rad cd,rd

3. Effects of ambient environment: Here, influences of solar radia-
tion and ambient temperature are considered. The values of the
first of them (solar radiation) are provided in terms of the cor-
responding heat flux and therefore, no further derivations are
necessary, = ̇q Q Ssol . The latter one is assumed to be “measured”
on the outer surface of the unheated wall and is assumed to
vary only negligibly across the wall surface. Then, the heat flux
resulting from the different inner and outer surface tempera-
tures of the wall is described in terms of conduction through the
wall as

= ( − ) ( )q h T T . 11O O O S,cond

Since the heated wall contains metal piping filled with hot
supply water, the effect of the ambient temperature TO on the
temperature TC of its inner surface is neglected.
Due to the presence of the window and possible associated gaps
and interstices, the ambient temperature is assumed to directly
influence the zone temperature according to the following ex-
pression:

= ( − ) ( )q h T T , 12O Z O Z O Z, ,

where the heat transfer coefficient hO Z, reflects all the above
mentioned window-related leakage effects.

4. Thermal energy supplied by the manipulated variables: In the
currently presented case, this energy is provided by the hot
supply water of the temperature TSW circulating at mass flow
rate ṁ in the metal piping encapsulated in the concrete core of
the building. The thermal energy that is transferred from the
supply water into the concrete core can be quantified as fol-
lows:

= ̇ ( − ) ( )q c m T T . 13w SW Rin

Furthermore, based on the low thermal resistivity of the metals,
it is assumed that the metal piping in which the water circulates
has temperature TP only negligibly different from the return
water, ≈T TP R. Therefore, the return water temperature can be
used for expression of the conductive heat transfer from the
concrete core to the heated wall surface,

= ( − ) ( )q h T T , 14R R R C,cond ,cond

with the heat transfer coefficient hR,cond covering the effects of
the different piping and wall materials and the distance from
the water piping to the heated wall surface.

Based on this, thermodynamics of each of the considered inner
variables of the building can be summarized:

� dynamics of the zone temperature TZ is positively influenced by
the convection from both considered walls and the heat flux
coming from the ambient environment. Furthermore, the zone
temperature is also increased due to the presence of solar ra-
diation entering the room directly through the window,

∝ ∝ ∝ ∝ ( )
T
t

q
T
t

q
T
t

q
T
t

q
d
d

,
d
d

,
d
d

,
d
d

. 15
Z

C
Z

S
Z

O Z
Z

,conv ,conv , sol

� heated wall surface temperature TC is decreased by the amount
of heat that is transferred into the zone air via convection while
it is increased by the heat resulting from mutual interaction
with the unheated wall and also by the heat transferred from
heated supply water piping,

∝ − ∝ ∝ ( )
T
t

q
T
t

q
T
t

q
d
d

,
d
d

,
d
d

. 16
C

C
C C

R,conv cd,rd ,cond

� similar to the heated wall, the unheated wall is cooled down by
the convection into the zone air. Moreover, the unheated wall
surface temperature TS decreases due to the thermal exchange
with the heated wall while it is increased due to the effects of
the ambient environment (ambient temperature TO and solar
radiation qsol),

∝ − ∝ − ∝ ∝ ( )
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t

q
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q
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q
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,conv cd,rd sol

� finally, the return water temperature TR is affected by the sup-
plied thermal energy and further heat transfer with the surface
of the heated wall,

∝ − ∝ ( )
T
t

q
T
t

q
d
d

,
d
d 18

R
R

R
,cond in

For further use in a mathematical model, all the building inner
variables are considered as the state variables of the mathematical
model of the building thermodynamics, = [ ]x T T T T, , ,Z C S R .
Moreover, inputs = [ ̇ ]u T m,SW stand for the manipulated variables
being supply water temperature and the mass flow rate of the
supply water and = [ ]d T q,O sol correspond to the predictable
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disturbances, namely the temperature of the ambient environ-
ment and the solar radiation. Then, the above mentioned phe-
nomena described by Eqs. (15)–(18) are captured by the following
set of differential equations:

̇ = − ( − ) + − ( − ) + ( − ) +

̇ = − − ( − ) + ( − ) + ( − )

̇ = − − ( − ) − ( − ) + ( − ) +
̇ = − ( − ) + ( − ) ( )

x p x x x x p x x x x p d x p d

x p x x x x p x x p x x

x p x x x x p x x p d x p d

x p x x p u u x . 19

1 1 2 1

1
3

2 1 2 3 1

1
3

3 1 3 1 1 4 2

2 5 2 1

1
3

2 1 6 3 2 7 4 2

3 8 3 1

1
3

3 1 9 3 2 10 1 3 11 2

4 12 4 2 13 2 1 4

To ensure admissible computational complexity of the pre-
dictive controller exploiting the nonlinear model, the structure
(19) was discretized using Euler discretization method considering
fixed a priori known sampling time ts (Stetter, 1973). In this paper,
ts¼15 min is considered. The discretization procedure results in a
series of difference equations expressing the one-step predictions
of the system behavior,

( )

= + − ( − ) + − ( − )

+ ( − ) +

= − − ( − ) + ( − ) + ( − )

= − − ( − ) − ( − )

+ ( − ) +
= − ( − ) + ( − )

+

+

+

+ 20

x x p x x x x p x x x x

p d x p d

x x p x x x x p x x p x x

x x p x x x x p x x

p d x p d

x x p x x p u u x ,

k k k k k k k k k k

k k k

k k k k k k k k k k

k k k k k k k k

k k k

k k k k k k k

1, 1 1, 1 2, 1,

1
3

2, 1, 2 3, 1,

1
3

3, 1,

3 1, 1, 4 2,

2, 1 2, 5 2, 1,

1
3

2, 1, 6 3, 2, 7 4, 2,

3, 1 3, 8 3, 1,

1
3

3, 1, 9 3, 2,

10 1, 3, 11 2,

4, 1 4, 12 4, 2, 13 2, 1, 4,

which are more suitable for implementation of the predictive
controller than the continuous-time model (19). To obtain esti-
mates of the parameters p of the discretized structure (20), MRI
approach (whose explanation is provided later in this Section)
belonging to advanced identification techniques was employed.1

3.2. Linear model (LM)

In order to simplify the model (19), let us adopt the assumption
that the cubic roots of the temperature differences related to the
heat convection are constant over the whole range of the oper-
ating points of the building. This simplifies the nonlinear terms as
follows:

( )| − | − ≈ ( − ) ( )p x x x x a x x . 21i j i j i j

1
3

Furthermore, = ̇ ( − )q c m T Tw SW Rin is assumed to be the control
input instead of the pair ṁ and TSW. Based on these assumptions,
the linear version of the model Eq. (20) can be summarized as a
discrete-time state space model as follows:

= + + ( )+x Ax Bu B d 22k k k d k1

with the state matrices having the following structure:

= = =
( )
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23
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d d

d d
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9 10 11

12 13

1 2

3 4

In this model, state and disturbance variables correspond to the

previously mentioned ones and =u qin refers to the optimized
input. The sampling period of the system has been chosen as

=t 15 mins . The model parameters a, b, bd have been estimated by
a multistep prediction error minimization procedure (MRI). For
further details on this method, the readers are referred to Žáče-
ková & Prívara (2012).

3.3. Switched linearly approximated model (SLM)

The main idea of this approach is that for a combination of
inputs u, disturbances d and state variables x, a linear time-varying
approximation of model (20) can be found by replacing particular
nonlinearities with time-varying terms. In case of a building, this
approach is even more natural and expected as the nonlinear
mathematical description of the building contains terms depend-
ing on the differences between two state variables, namely

− ( − )p x x x xi j i j

1
3 which are likely to vary much less than the

temperatures themselves. As an opposite to the linear models
described earlier where the nonlinear terms are linearized “before
the identification” and having the gathered data at disposal,
parameters of linear time invariant model are estimated con-
sidering the purely linear character of the model, in this case, the
nonlinear model is identified off-line and using its parameters, the
nonlinearities are continuously approximated on-line depending
on the actual values of the chosen auxiliary variables which leads
to a time-varying linear model.

In order to get rid of the nonlinear terms coupling the states, let
us propose an approximation procedure based on the auxiliary
variables as follows.

Let us introduce two auxiliary variables, δx k,1,2 and δx k,1,3 defined
such that

δ

δ

= | − |
= | − | ( )

x x

x x , 24

x k k k

x k k k

, 2, 1,

, 3, 1,

m m

m m

1,2
3

1,3
3

where ≥k km refers to discrete time and km indicates the time
instant when the last available values of the state variables arrived.
The derived model shall predict the behavior of the building over
certain prediction horizon during which no current values of the
state variables are available. Therefore, at each “measurement”
time instant, the values of δx k,1,2 and δx k,1,3 are calculated and they
are used by the optimizer over the whole prediction horizon. The
necessity of realizing the difference between the real-life time (in
which the model is time-varying) and the internal time of the op-
timizer (in which the model stays constant over the prediction
horizon) is obvious.

Then, the nonlinear terms appearing in the model Eq. (20) can
be approximated as

δ

δ

| − | ( − ) ≈ ( )( − )
| − | ( − ) ≈ ( )( − ) ( )
x x x x x x x

x x x x x x x

,

25

x k k

x k k

2 1 2 1 , 2 1

3 1 3 1 , 3 1

m

m

3
1,2

3
1,3

for all ≥k km. Here, the expressions δ ( )xx k k, m1,2 , δ ( )xx k k, m1,3 are used
to emphasize the fact that the values of auxiliary variables depend
only on the last available state values.

The bilinear term in the last differential equation is (similar to
the previous approaches) considered as the new controlled input
qin while the vector of disturbances d remains unchanged. The
linearized difference equations can be now summarized as:

= ( ) + + ( )+x A x x B u B d , 26k app k k app k d k1 m

where

1 Let us note that the parameters pi of the discrete time model (20),
∈ { … }i 1, 2, , 13 , differ from the parameters pi of the continuous time model (19)

since they incorporate also the effect of the chosen sampling period ts.
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At this point, the whole algorithm of obtaining the linear ap-
proximated model of the building can be summarized.

At each discrete sample =k km, the values of the state variables
x are provided and the auxiliary variables δ ,x k,1,2 δx k,1,3 , are eval-
uated according to Eq. (24). Making use of the calculated auxiliary
variables, a linear discrete-time model (26) of the building is
created with the corresponding matrices. This approximated
model is used until the new state values arrive, which means that
at each discrete time sample, a new model is approximated and
used by the optimizer over the following prediction horizon

∈ { … }k P1, 2, , of the internal time of the optimizer.
The readers interested in theoretical properties of the linear

MPC exploiting model belonging to widely used family of linear
time-/parameter-varying models (which SLM also belongs to) are
warmly referred to Falcone, Borrelli, Tseng, Asgari, & Hrovat (2008)
where the stability and feasibility of such formulation are dis-
cussed in detail. It should be noticed that one of the crucial as-
sumption is that on constancy of the model over the prediction
horizon, which is satisfied also by the SLM model and therefore,
the results obtained in Falcone et al. (2008) hold also for the case
of LMPC with SLM model.

3.4. MRI identification for nonlinear models

Having the model structures at disposal, it is necessary to es-
timate the parameters of these structures from the available input/
output data. Since the obtained models are expected to be used by
the predictive controllers as system dynamics predictors, this fact
needs to be taken into account as early as at the point of choosing
of the identification procedure. Instead of classical identification
methods performing minimization of one-step prediction error
(the so-called prediction error methods or PEMs Ljung, 2007),
advanced approach focusing directly on minimization of multi-
step prediction error is exploited since it provides models with
better long-term prediction performance which is highly re-
quested when considering use of the model with MPC. The ob-
jective is to find such parameters of the given model structure
which minimize the multi-step prediction error (Laurí et al., 2010)
over the whole prediction horizon,

∑ ∑= − ^
( )=

−

=
+ + |

⎡⎣ ⎤⎦J y y ,
30

MRI
k

N P

i

P

k i k i k
0 1

2

where ^ + |yk i k is the i-step output prediction constructed from data
up to time k, N corresponds to the number of samples and P stands
for prediction horizon considered for identification. In case of
linear model structures which is also the case of structure (22),
several reliable approaches can be found. Therefore, one particular

algorithm that has already been successfully used for building
model parameters identification (interested readers are referred to
Žáčeková & Prívara, 2012) will be used also in this paper to esti-
mate the parameters of the linear structure (22).

When talking about identification of models with nonlinear
structure performing minimization of (30), no methods of solving
of the arisen problem can be found in the available literature ac-
cording to authors' best knowledge. The proposed extension of the
MRI identification methods (Žáčeková & Prívara, 2012) for non-
linear systems is described in the following text.

Without any loss of generality, let us assume nonlinear systems
where the multi-step predictor ^ + |yk i k can be formulated in the
following way:

θ θ^ = ^ + ^ ∈ … ( )+ | + +y Z Z i P, 1, 2, , , 31k i k L k i L NL k i NL, ,

where = [ … ]+ + − + − + − + −Z u u y yL k i k i nd k i nb k i k i na, 1 and θ̂ = [^ … ^ ^ … ^ ]b b a aL nd nb na1

are regression matrix and the vector of unknown parameters de-
scribing the linear part of the model dynamics, respectively. na
denotes the number of past outputs in the regressor, nb is the
number of inputs in the regressor and nd represents their delay
compared to the outputs. The nonlinear part of the system dy-
namics is described by θ θ θ θ^ = [ ^ ^ … ^ ]NL n1 2

T with n being the number
of identified parameters and = [ (·) (·) … (·)]+Z f f fNL k i n, 1 2 .In general,

(·)fi are functions of …+ − + −u u, ,k i k i n1 b NL, and …+ − + −y y, ,k i k i n1 a NL,

with parameters na NL, specifying the number of past outputs in the
nonlinear dynamics and nb NL, representing the number of inputs in
the nonlinear structure.

It is important to note that not every output contained in re-
gression matrices +ZL k i, and +ZNL k i, is available at time k, thus the
multi-step predictions ^ + |yk i k must be obtained recursively by ap-

plying i-times the expression θ θ^ = ^ + ^
+ | + +y Z Zk k L k L NL k NL1 , 1 , 1 with in-

itial conditions yk. Now, the estimate of matrix of parameters θ̂ can
be obtained as a solution of the following optimization task:

∑ ∑θ θ θ θ

θ θ θ θ

[ ^ ^ ] = [ − − ]

∈ ( ) ∈ ( ) ( )

θ θ
⁎

[ ] = =

−
+ + +y Z Z, arg min
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L NL
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N i

k i L k i L NL k i NL

L L L NL NL NL

, 1 0
, ,

2

L NL

where L and NL correspond to the sets of all admissible estimated
parameters. These constraints enable the user to incorporate certain
a priori information into the identification procedure, for example
to ensure that certain parameters are nonnegative or lie in a con-
strained interval, etc. In the currently presented case, two different
methods of obtaining of ^ + |yk i k were exploited:

� variant A – for computing of ^ + |yk i k, the output predictions are
used only for recursive calculation of ZL and for calculation of
ZNL, the available output data are exploited. In such case, the
optimization task (32) is polynomial in parameters and can be
solved employing standard solver for nonlinear programming.
This is certain kind of approximation where the nonlinear part
of the system dynamics is basically identified just in sense of
minimization of one-step prediction error while the linear part
is still identified with respect to the multi-step prediction error
minimization criterion.

� variant B – for computing of ^ + |yk i k, the output predictions are
used for recursive calculation of ZL as well as ZNL. In this case,
the parameters of both the linear and nonlinear part of the
system dynamics are searched such that the multi-step pre-
diction errors are minimized. It should be noted that in this
case, the optimization task (32) is again a nonlinear program-
ming problem, however, it might not be only polynomial in the
estimated parameters any more.
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3.5. Identification results

Making use of the above mentioned identification procedures,
the parameters of all model structures presented in the current
Section were identified from the available identification data set.

At first, the comparison of the nonlinear models obtained using
variant A and variant B of the nonlinear MRI identification (de-
noted as nMRIa and nMRIb, respectively) is presented in Fig. 3. For
identification purposes, prediction horizon P¼20 samples was
considered which with sampling period ts¼15 min corresponds to
duration of 5 h. It can be argued that the prediction horizon is
shorter than the real prediction horizon of the predictive con-
trollers (in the current application, the predictive controllers per-
form optimization calculations over 12 h corresponding to 48
samples), however, in Žáčeková, Váňa, & Cigler (2014) and Gopa-
luni, Patwardhan, & Shah (2004) it was shown that from certain
prediction horizon threshold, the increase of the identification
prediction horizon can lead to degradation of the performance of
the obtained model.

It is obvious that both obtained nonlinear models fit the ver-
ification data very well also on longer verification interval with
slight superiority of the model identified making use of nMRIb.
nMRIa variant provides model with performance which is only
slightly worse than that of the model obtained by (seemingly)
more computationally demanding variant nMRIb. It is true that
within the nMRIb, a more general nonlinear programming task
needs to be solved (which is undoubtedly more computationally
demanding than just solving of polynomially nonlinear pro-
gramming performed within nMRIa), however, the overall opti-
mization which is solved within nMRIb takes less computational
time than optimization performed within nMRIa. Although one
iteration of nMRIb is slower (due to solving of the more general
optimization problem), on the other hand less iterations are
needed to converge to the solution of the optimization problem.
This can be explained such that the task formulated within
nMRIb brings the chosen nonlinear structure closer to reality and
thus also to the verification data – this of course holds well only
in case that a reasonable model structure was chosen. Therefore,
it might be more advantageous to choose identification of non-
linear model in variant nMRIb which can be ultimately faster and
provides a more accurate and reliable model. Based on this, the
model obtained by nMRIb was chosen to be used with the non-
linear predictive controller in the role of the system dynamics
predictor.

Now, the graphical and numerical comparison of all above
described models follow. Since the models are intended to be used
with the MPC, one of their most important features is the ability to
provide reasonable predictions over the whole prediction horizon.
In this paper, the prediction horizon =T 12 hP is considered which
with 15-min sampling corresponds to P¼48 samples. Let us re-
mind that in the role of the nonlinear model, nMRIb was chosen.

Fig. 4 shows several weeks of comparison of the models which
are used for the building behavior predictions with the linear time
invariant (LM model), linear time-varying (SLM model) and non-
linear MPC (NM model). At each discrete time sample (ts¼15 min),
12-h predictions are calculated based on the provided state values.
All the predictions of the models are plotted together with the
verification data.

Looking at Fig. 4, it is clear that while the NM behavior con-
straints the quality of the prediction behavior from above with the
smallest deviations from the verification data and the LM behavior
exhibits the highest prediction errors, the performance of the
performance of the time-varying model is somewhere in the
middle between these two “limit” cases. The most obvious are the
differences in the behavior when looking at the 200-th and the
300-th hour of the comparison. While the absolute value of pre-
diction errors for the off-line identified linear model reaches up to
2 °C, the error obviously decreases through the switched linearly
approximated time-varying model down to the nonlinear model
which provides the predictions with the least prediction error out
of the three compared models, which in turn justifies the use of
the predictive controller with the more complex nonlinear model.

In order to compare the models in a more complete way, the
statistical comparison of the models is provided in Table 2. The
length of the evaluated period was nearly 3 months. In the table,
LM specifies the linear model, SLM stands for the switched linearly
approximated model and NM represents the nonlinear model. For
each model, εav being the average prediction error over the whole
12-h prediction horizon and the maximum prediction error εmax

over the prediction horizon are inspected.
The table clearly demonstrates that the most reliable predic-

tions are provided by the NM model. However, this is not a sur-
prise as this model takes the whole dynamics of the building into
account including the nonlinearities. On the other hand, it can be
seen that considering the linear time-dependent model, the
quality of the predictions fairly improves compared to the linear
time invariant model. With SLM model, the reduction of εav is
almost 40% and the reduction of εmax is nearly 37%.

4. Model predictive control

In this section, the considered MPC variants are briefly ex-
plained and the optimization routines used to solve the corre-
sponding optimization problems are presented. At the end of this
Section, the quantized nonlinear predictive control algorithm is
proposed.

4.1. Linear MPC

The control requirements which have been chosen for the lin-
ear MPC to be satisfied (minimization of both the thermal comfort
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violation and the energy consumption) can be mathematically
summarized as follows:
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This formulation considers a combination of linear and quadratic
penalization indicated by the index ∈ { }p 1, 2 which enables us to
shape the penalization criterion conveniently. Time-varying
weighting matrices W reflecting the time dependence of the
electricity tariffs and prediction horizon P stand for the tuning
parameters of the controller. Comfort violation is calculated based

on the difference between the zone temperature prediction T̂Z and
its lowest acceptable bound TZ

min and the hard constraints are
relaxed employing an auxiliary variable CV. Exact values of the
optimization problem settings can be found in Table 3.

As the linear version of MPC optimizes supplied heat qin, a post-
processing procedure is needed to obtain the particular values of TSW
and ṁ which correspond to the true control inputs of the thermally
activated building system (TABS). This straightforward postprocessing

holds the mass flow rate fixed ̇ = ̇m mpp and it calculates the supply
water command as = ̇ +T q mc T/SW w Rin . Should the calculated supply
water command be higher than TSW , =T TSW SW is set and the mass
flow rate command is calculated as ̇ = ( − )m q c T T/ SW Rin . If the heating
effort is lower than a threshold value q trin, , the TABS manipulated
variables are set to =T TSW R and ̇ = ̇m m. The settings of the post-
processing procedure are listed in Table 3.

4.2. Nonlinear MPC

Thanks to the use of nonlinear programming optimization
method, the nonlinear MPC can exploit the more reliable non-
linear discrete-time state-space description of the building beha-
vior and address directly the minimization of the evaluative cri-
terion (6). To obtain computationally tractable solution, also the
criterion (6) needs to be discretized in time. This results in the
following nonlinear MPC cost criterion:
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where ts represents the chosen constant sampling period, P stands
for the prediction horizon, (·)PC corresponds to Eq. (7) and u3 re-
presents a virtual input which corresponds to the storage water
mass flow rate ṁSt ,

= −
−u u

u x
T x

.
St

3 2
1 4

4

The obtained optimal profiles u1, u2 are required to satisfy the
technical limitations which are formulated as box constraints,

{ } ≤ ≤
̇ ≤ ≤ ̇ ( )
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m u m
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. 35

SW k SW
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2,

Last but not least, the dynamics of the building must not be
violated which is represented by the satisfaction of the model
dynamics (20).

In the role of the optimization routine, gradient optimization
algorithm (Zhou, Doyle, & Glover, 1996; Bryson, & Ho, 1975) with
variable step length is employed. This approach is able to address
optimization problems in the following form:
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Fig. 4. Comparison of TZ predictions of the LM ( ), SLM ( ) and NM ( ) models with the verification data ( ).

Table 2
Statistical comparison of the models.

LM SLM NM

ε (° )Cav 0.57 0.34 0.30
ε (° )Cmax 1.89 1.20 1.08

Table 3
Table of controller parameters.

W1,1 (high tariff) 0.01 W1,2 (high tariff) 1.6

W1,1 (low tariff) 0.005 W1,2 (low tariff) 0.8

W2,1 ×2 106 qin ×90 104

W2,2 104 q trin, 700

T SW 20 TSW 50

P 48 ṁpp 20
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To find the solution of (36), the following idea is employed:
starting from an initial estimate of the optimal input profile u0, the
opposite direction of the gradient of the minimization cost cri-
terion is iteratively followed until convergence to the optimal in-
put vector,

α= − ∂
∂ ( )−u u

J
u

. 37
l l l1

Here, l represents the iteration of the gradient algorithm and αl is
the step length at l-th iteration.

To obtain computationally tractable solution of this optimiza-
tion task, the Hamiltonian

λ= + ( ) ( )+L f x u, 38k k k k1
T

is created. Here, Lk is the integral or in discrete-time case the
summation part of the criterion J, ( )f x u,k k is the vector field re-
presenting the dynamics of the controlled system and λ is the so-
called co-state vector with the backwards dynamics

λ λ= ∂
∂ ( ) ( )+
H
x

x u, , 39k k k k 1

and the terminal condition

λ = ∂
∂ ( )

J
x

.
40

P
P

It can be shown that the gradients of both the cost criterion J and
the Hamiltonian H with respect to the input vector u are equal,
∂ ∂ = ∂ ∂J u H u/ / , and therefore, the iterative search (37) turns into

α= − ∂
∂ ( )−u u
H
u

. 41
l l l1

To satisfy the input constraints, the input profile ul is at each
iteration projected on the admissible input interval 〈 〉u u, . The
iterative search (41) is used until convergence which is usually
defined as

| ( ) − ( )| ≤ ϵ ( )−J u J u 42l l 1

with some reasonably chosen nonnegative tolerance ϵ > 0.
As can be expected, the search step length α significantly in-

fluences the convergence properties of the algorithm. In order to
provide smooth and uniform convergence to the optimum, α
should be small in case that the cost criterion J decreases rapidly
and it should increase in case that the change of the cost criterion
| ( ) − ( )|−J u J ul l 1 is small. To satisfy these requirements, the following
formula for the search step length is proposed:

α β γ= − ( Δ ) ( )Jlog . 43l l

Here, Δ = | ( ) − ( )|−J J u J ul l l 1 is the change of the cost function value
and β > 0, γ > 0 are some suitably chosen constants. Last of all, the
step length αl is constrained at each gradient algorithm iteration,

α α α≤ ≤ ( ). 44l

Parameters α > 0 and α > 0 are together with β and γ considered
to be the tuning parameters of the presented optimization
algorithm.

4.3. Quantized MPC

As was mentioned earlier, the mass flow rate should belong to the

admissible set of discrete values Ṁadm. In case of the linear MPCs
which calculate optimal amount of energy that should be delivered
into the zone and subsequently perform the postprocessing to obtain
the values of mass flow rate and supply water temperature, the
discrete-valued nature of the mass flow rate can be very straight-
forwardly taken into account. However, the situation is more com-
plicated in case of nonlinear MPC. As already mentioned in the In-
troductory Section, two ways how to obtain discrete-valued mass
flow rate sequence are considered in this work.

The first of them consists in use of additional postprocessing
which is performed after the continuous-valued optimization is
finished. The most straightforward postprocessing routine is pure
rounding of the obtained continuous-valued mass flow rate se-
quence u2 away from zero to the nearest multiple of the quanti-
zation step,

= · ( )
⎛
⎝⎜

⎞
⎠⎟u q

u
q

round ,
45

q st
st

2,
2

with (·) = (·)⌈|·|⌉round sgn . Major advantage of this approach is its
simplicity – the a posteriori quantization can be performed by a
hardware component and therefore, no increase of the computa-
tional complexity occurs. However, it can be expected that such
naive approach significantly degrades the control performance of
the original controller since the fact that the manipulated variable
will be quantized a posteriori is not taken into account in the used
optimization routine.

This drawback is solved by the adaptation of the original Ha-
miltonian-based method representing the second way of achiev-
ing that discrete-valued mass flow rate profile is obtained. Here, a
regular mid-processing iteration is performed each I-th iteration of
the gradient search. Thanks to this, the information about the
discrete-valued nature of one of the manipulated variables is in-
corporated into the optimization procedure and the optimality of
the original continuous-valued optimization technique is
preserved.

The mid-processing is performed at particular iterations
= ×l m I, ∈ +m after the gradient step is made and it can be

described as follows: first of all, the quantized mass flow rate se-
quence ○ul

2, is obtained by projecting the continuous-valued mass

flow rate vector û
l

2 on the admissible set Ṁadm given by (8) with
respect to the chosen quantization step qst,

= ·
^

( )
○
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round .
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These P predicted quantized mass flow rate samples are connected
with nf past mass flow rate samples = [ … ]←

− − − −u u u u, , ,k n k n k2 2, 2, 1 2, 1f f

with k representing the current time step, and vector = [ ]
↔ ←

○U u u, l
2 2 2, is

received. The vector
↔
U2 represents all mass flow rate samples that will

have been applied into the system until time +k P and have influence
on the frequency properties of the manipulated variable u2 .

Then,
↔
U2 is filtered with a suitably defined low-pass filter with

order nf which helps us to suppress the undesired high frequencies
and decrease oscillations in the last P-sample subvector re-
presenting the currently optimized input sequence. This P-sample
subvector is extracted and after quantization and projection on its
admissible range is used for the next iteration of the gradient
search.

The overall control algorithm is then summarized as follows:

Algorithm agqNPC
1. obtain current values of the state variables xcurr k,

2. consider input profiles from the previous iteration
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{ }− −u u,l l
1

1
2

1 and obtain state trajectories = [ … ]X x x x, , , P0 1

according to the model (20) with =x xcurr k0 , ;
3. according to the co-state dynamics (39), obtain the co-

state trajectory Λ λ λ λ= [ … ], , , P0 1 with terminal condition
(40);

4. calculate gradients ∂ ∂H u/ 1, ∂ ∂H u/ 2, and perform gradient

step (41), obtain u1
l and û

l
2;

5. if ( ) =l Imod , 0
then perform the mid-processing:

(i) quantize mass flow rate û
l

2 according to (46) with

chosen qst, obtain ○ul
2, ,

(ii) create sequence = [ ]
↔ ↔

○U u u,
l

l
2 2 2, ,

(iii) filter
↔
U

l

2 using a low-pass filter of order nf with the

chosen characteristics, obtain
↔
U

l

2,filt,

(iv) quantize
↔
U

l

2,filt with chosen qst, obtain
↔

○U
l

2,filt, ,

(v) extract u2l as the last P samples of
↔

○U
l

2,filt, ;

else = ^u ul l
2 2;

6. project the sequences u1
l and u2

l on the admissible inter-
vals 〈 { } 〉T x Tmax , ,SW SW4 and 〈 ̇ ̇ 〉m m, ;

7. if | ({ }) − ({ })| ≤ ϵ− −J u u J u u, ,l l l lI I
1 2 1 1

then terminate,
else = +l l 1, repeat from (2);

8. apply the first sample of the calculated input profiles into
the system, in the next time instance repeat from (1).

The performance of both the naive a posteriori quantization
and the algorithm employing the mid-processing iteration is ver-
ified in the following section. In order to provide a better com-
parison, the results of the original continuous-valued nonlinear
MPC are provided together with the results of the linear versions
of predictive controller.

5. Results

First of all, visual comparison of the thermal comfort perfor-
mance is presented in Fig. 5.

Fig. 5 shows the zone temperature profiles over a 6-day period
for the linear predictive controllers with LM and SLM and the
nonlinear continuous-valued predictive controller. From this figure,
it can be seen that all controllers are carefully tuned to achieve

satisfactory thermal comfort performance since all of them are able
to satisfy the room temperature requirements and maintain the
zone temperature within the admissible zone above the zone tem-
perature threshold. This feature is very crucial since a controller that
does not fulfill the thermal comfort requirements and violates the
zone temperature threshold significantly is literally useless for
building temperature control. Out of all considered controllers, the
nonlinear MPC (NMPC) exhibits the most superior performance – it
satisfies the required thermal comfort keeping the zone temperature
within the admissible range and on the other hand, it obviously does
not waste too much energy keeping the zone temperature just as
high above the threshold as needed. This result could have been
expected as the NMPC combines the model with the best prediction
performance out of the considered set and it also directly addresses
the minimization of the optimization criterion corresponding to the
ultimate evaluative performance criterion (6).

Fig. 6 provides the second part of the visual comparison – it
depicts the monetary cost that is being paid for the control at each
time instance.

All profiles exhibit sinusoidal-like trends – this is caused by the
consideration of time-varying price of the electricity. The higher
parts of the profiles correspond to low-tariff hours while the lower
parts match the non-working hours with cheap electricity. Also
from this figure, the monetarily more economical nature of the
NMPC can be observed. The NMPC spares significant amount of
expenses compared to its linear counterparts. This superiority
comes from the use of more precise nonlinear model and it is of
course caused also by the nonlinear cost function of the NMPC
which directly corresponds to the amount of money that is paid
for the control. It can be also seen that the SLM model which is
closer to the nonlinear one enables also the controller with ap-
proximated cost function to achieve better economical perfor-
mance than the original linear model. For further illustration, the
cumulative sum of the monetary cost of the control is depicted in
Fig. 7. The provided profiles are normalized with respect to the
total price TPLM that is paid by the linear MPC with the ordinary
time-invariant linear model.

The statistical comparison of the energy consumption can be
found in Table 4. TP expresses the overall price paid for zone
temperature control. Moreover, the particular energy consump-
tions normalized with respect to the consumption of the linear
MPC using the ordinary off-line identified linear model are ex-
pressed. Furthermore, also the comparison of the average com-
putational time Tav and the maximum computational time Tmax

per discrete time instance is provided.
The superiority of the NMPC is demonstrated once again. It can

be seen that although the comparison of the identified models was
very optimistic in the case of linear time-dependent model versus
the linear time-invariant one, the resulting effect of the good
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Fig. 5. Zone temperature control ( – linear MPC with LM, – linear MPC with SLM, – nonlinear continuous-valued MPC with NM, – TZmin).
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model on the overall monetary cost of the control is not so at-
tractive. This can be simply explained by the fact that although the
good predictor is crucial for the proper functioning of the MPC
(either linear or nonlinear), so is the properly chosen optimization
criterion. Based on this observation, in the building climate con-
trol, the need for the use of nonlinear MPCs which are able to
address the task of the real-life price minimization in a direct way
instead of using certain approximation is obvious. However, one
more aspect needs to be taken into account when choosing the
controller type – its computational complexity. Table 4 shows two
factors related to the computational demands of the particular
control strategy: Tav being the average computational time needed
for the calculation of the optimal input and Tmax corresponding to
the maximum calculation time. Let us mention that this calcula-
tion time includes also the time needed to obtain the model which
(as will be shown) might contribute considerably to the overall
calculation time. The comparison is evaluated depending on the
type of the model which is used by the optimizer. The simplest
controller being the LMPC with LM needs the shortest time to
calculate the optimal input. As this variant does not consume any
time to obtain the model and the same optimizer is used also by
second member of the family of the linear MPCs (the controller
with SLM model), one can get a very good insight into how long
does it take to obtain the SLM model for the predictions. As the
SLM variant performs the approximation of the nonlinear model at
each sampling instant, the increase of the average computational
time is understandable. Although in case of the LMPC with SLM,
the average calculation time is longer than in case of the LMPC
with LM, this is compensated by the better control performance.

Let us summarize the performance of the particular variants.
Regarding the control performance and the energy consumption,
the NMPC is the best candidate for the real-life application. On the

other hand, the LMPC with the simplest off-line identified model is
able to provide the fastest calculation of the optimal input se-
quence. Looking for a trade-off between the optimality and the
time complexity, the presented time-varying approach exploiting
SLM model is able to bridge the gap between these two and
therefore, it stands for a promising candidate for the real-life ap-
plication especially in case of large buildings complexes where it
can be expected that the nonlinear optimization task can take too
long to be solved.

Since one of the main objectives of this paper was to adapt the
nonlinear MPC such that it provided discrete-valued mass flow
rate profile, let us present a comparison of the performance of the
following alternatives – the naive a posteriori quantization that is
referred to as nqNPC and the adaptation of the gradient algorithm
named agqNPC are compared with the continuous-valued NMPC
from the previous comparison. At first, the situation with 7 ad-
missible values for mass flow rate was considered. All three
compared controllers (continuous-valued NMPC, nqNPC and
agqNPC) were tuned to achieve approximately the same thermal
comfort and therefore, only the economical part of the criterion
might be focused on. At first, the calculated mass flow rate profiles
are presented in Fig. 8.

Based on the visual comparison, it can be expected that the
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Table 4
Comparison of the energy consumption and computational complexity.

LM SLM NM

TP 83.7 77.0 66.8
TP TP/ LM (%) 100 92 80

( )T sav 0.81 0.93 4.41
( )T smax 1.20 1.49 6.21
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nqNPC pays the most for the operation of the building. On the
other hand, the agqNPC with advanced handling of the quantiza-
tion phenomena behaves more similar to the original continuous-
valued NMPC. This demonstrates the fact that while within the
agqNPC, the mid-processing iteration enables us to adapt the
calculation of the mass flow rate inside the optimization procedure
and take the quantization into account, the naive quantization
does not provide such possibility and therefore, significant part of
the optimality is lost. Moreover, a posteriori quantization ob-
viously leads to more oscillatory profiles which stands for another
drawback of such approach. Since the mass flow rate is not the
only manipulated variable, it might be interesting to inspect how
much affected is u1 by the quantization of u2. Such comparison is
provided in Fig. 9 where the profiles of supply water temperature
applied by the inspected controllers are shown.

Comparing Figs. 8 and 9, a waterbed effect of the quantization
can be observed since the quantization of one manipulated vari-
able causes oscillatory performance that “leaks” into the other
manipulated variable profile. The situation might seem a little bit
paradoxically – although the mass flow rate is the manipulated
variable that is quantized, the other manipulated variable also
strongly oscillates when comparing the quantized version with the
original continuous-valued version of the controller. This is more
significant in case of the nqNPC where the oscillations of the
supply water temperature are much more aggressive than the
oscillations of the mass flow rate. This can be explained by the fact
that while the quantization of the mass flow rate projects the
values belonging to particular interval to the same quantized va-
lue, no such “damping” applies to the supply water temperature
and therefore, its oscillations fully develop.

The last part of the comparison is the numerical evaluation of the
economical aspects of the control under the quantization conditions

provided in Table 5. Besides the total control cost (denoted as NMPC,
nqNPC and agqNPC according to the evaluated control algorithm)
shown in euros, also percentage increases of energy consumption
normalized with respect to the consumption achieved by con-
tinuous-valued NMPC are provided (in Table 5, the increases are
referred to as EInqNPC and EIagqNPC, respectively). To obtain a more
reliable comparison, situations with 3 up to 8 quantization steps Nqst

were compared. The range of quantization levels ∈ { … }N 3, , 8qst

was chosen based on the actual market research – it turned out that
none of the currently available water pumps offers use of more than
8 pre-programmed different speeds/mass flow rates and therefore,
values of Nqst higher than 8 were not considered. On the other hand,
the theory of optimal bang-bang (2-valued) control is nearly as
mature and elaborated as the optimal control theory itself (Anderson
& Moore, 1971; Kaya & Noakes, 1996; Ledzewicz & Schättler, 2002;
Wonham & Johnson, 1964) – therefore the optimization problem
with 2-valued valve was omitted and the lowest number of quanti-
zation levels was chosen as =N 3qst .

Inspecting Table 5, it is obvious that the increase of the quanti-
zation steps Nqst leads to decrease of the cost paid for the control –
this holds for both the naive and advanced quantization handling.
However, a considerable difference can be observed in the actual
value of the control cost increase. While for the naive quantization
algorithm nqNPC the control cost can be increased by as high portion
as 28%, the control cost increase never exceeds 17% with the use of
advanced agqNPC algorithm. The difference can be nicely illustrated
on an example of =N 4qst steps. The advanced quantization algo-
rithm agqNPC consumes only about 10% more energy than the
continuous-valued NMPC while the naive quantization algorithm
nqNPC cost increase is nearly twice as high – moreover, even with

=N 6qst quantization steps, the nqNPC algorithm achieves worse
control cost. The difference between the two algorithms turns
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Fig. 8. Mass flow rates, =N 7qst ( – continuous-valued NMPC, – nqNPC, – agqNPC).
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insignificant only for the highest number of quantization steps
=N 8qst . However, although the control cost increase might not be

significant, the difference in handling the oscillatory effects should
not be forgotten as documented in Fig. 10 which clearly shows that
the high-frequency portion of both the mass flow rate and the supply
water temperature signals is decreased by the agqNPC and brought
closer to the continuous-valued NMPC.

Last but not least, the computational complexity should be
mentioned. Since the naive quantization algorithm nqNPC involves
only a post-processing procedure to handle the quantization, vir-
tually no computational time increase compared with the con-
tinuous-valued NMPC is observed. In case of the advanced quan-
tization algorithm agqNPC, the mid-processing iteration causes a
constant average increase of the computational complexity
Δ = 0.28 sct representing about 6% of the average computational
time of the continuous-valued NMPC. Here, it should be high-
lighted that the computational complexity increase introduced by
the use of the agqNPC is independent of the number of quantiza-
tion levels Nqst which strongly distinguishes it from the commonly
used mixed-integer programming methods where the computa-
tional time rises very steeply even when using massive compu-
tational power (Causa et al., 2008; Geyer, Larsson, & Morari, 2003;
Lenstra, 1983; Pancanti et al., 2002).

Given the combination of less oscillatory and more economical
performance (compared with the naive quantization) and constant
trifling time complexity increase, it can be concluded that the
agqNPC is the better and more attractive choice for the industrial
application of control with discrete-valued input variables.

6. Conclusion

The task of advanced building climate control was formulated,
several ways how to solve it using model based predictive control
paradigm (namely linear MPC with ordinary linear model, non-
linear MPC and linear MPC with time-varying linear model) were

presented and chosen practically oriented aspects were discussed
in this paper.

Since the modeling and the estimation of the unknown para-
meters of the model structures is crucial for proper functionality of
the predictive controller, the first part of the paper was devoted to
the related problems. MRI method that is known to be the ap-
propriate choice for the identification for predictive controllers
with linear model was used for identification of the linear model
structure and furthermore, it was adapted for use in case of non-
linear model structures. With both presented variants of the
nonlinear MRI algorithm, models with good prediction properties
were obtained. Furthermore, a bridge between the nonlinear and
linear model structure was introduced by a switched linear ap-
proximated model (SLM). All identified models (linear model,
nonlinear model and SLM model) were tested on a series of ver-
ification data and the achieved results certified them for use
within the MPC scheme.

The next part of the paper covers the design of the predictive
controller. The algorithm for both linear and the nonlinear MPC
were provided. According to the specifications of the control sys-
tems presented in the Introductory Section, one of the manipu-
lated variables might not be set with infinite resolution. Therefore,
certain adaptations of the predictive controllers were necessary.
For the linear MPCs, the adaptation consisted only in change of
admissible post-processing values for mass flow rate and there-
fore, it was not discussed in the paper. However, the adaptation of
nonlinear MPC was more delicate. Out of the three possible op-
tions (use of mixed-integer programming, naive a posteriori
quantization and inclusion of mid-processing iteration into the
optimization routine), the first one was abandoned due to its high
computational requirements. While the naive a posteriori quan-
tization represents only another post-processing procedure, the
last option with the mid-processing iteration of the optimization
algorithm adapts the original continuous-valued optimization and
incorporates the information about the quantization directly into
the optimization routine.

All the presented controllers were compared with respect to
the pre-defined evaluative criterion based on the real-life re-
quirements and costs. The results demonstrate that although the
nonlinear continuous-valued predictive controller addresses the
minimization of the given evaluative criterion in the best way, it
was also quite time consuming. Therefore, the linear MPC ex-
ploiting the SLM model can be regarded as a reasonable trade-off
between the optimality of the solution and the time complexity of
the underlying optimization, especially in case of huge centrally-
controlled building complexes where the complexity of the opti-
mization task can be very high.

Table 5
Comparison of the energy cost.

Nqst NMPC nqNPC EInqNPC agqNPC EIagqNPC

3 66.8 85.6 28.1 78.1 17.0
4 66.8 80.2 20.1 73.6 10.2
5 66.8 76.1 13.9 72.5 8.5
6 66.8 75.2 12.6 69.0 3.3
7 66.8 72.4 8.3 67.6 1.2
8 66.8 67.5 1.0 67.1 0.4

Fig. 10. Frequency spectra of the optimized variables, =N 8qst ( – continuous-valued NMPC, – nqNPC, – agqNPC).
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The other part of the comparison was focused on evaluation of
the performance of the nonlinear controllers under the restrictions
on the discrete-valued nature of the mass flow rate. The provided
comparison shows that the advanced of the inspected methods
agqNPC is not only able to keep the economical aspects of the
control closer to standard of the original continuous-valued con-
trollers but also helps us to reduce the oscillations of the ma-
nipulated variables for the cost of a negligible constant time
complexity increase. Therefore, it can be suggested that the ad-
vanced agqNPC algorithm be used in practice instead of naive but
commonly frequently used a posteriori quantization.

Regarding the future work, it would be interesting to examine
the effect of incorporation of the persistent excitation condition
into the predictive controller procedure. Based on the available
literature, if the persistent excitation condition is included, more
informative data are obtained which then turns into a better
ability to estimate the model parameters accurately. The suggested
procedure should be compared with the advanced Kalman filter-
ing algorithms such as Extended or Unscented Kalman filtering.
Moreover, a procedure for the model parameter update should be
designed for the nonlinear model. Last but not least, based on the
performed numerical experiments the authors suggest the stra-
tegies be tested on a building in real operation.
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5.2 Discontinuous Dynamics/Discontinuous Cost Op-
timization

Control of hybrid systems poses a considerable number of challenges [Sanfelice, 2013].
Thus, for the optimization tasks dealing with systems with discontinuous dynamics and/or
piecewise continuous cost criteria, the common implementation consists in approximat-
ing the discontinuous dynamics/optimization cost near the current operating point by a
(nonlinear) function corresponding to the last measured state/disturbance values and the
last applied inputs. This way, the discontinuities are eliminated since the operating-point
approximation is used over the whole prediction horizon and the resulting optimization
task can be solved by ordinary (non)linear programming solvers. This approximation is
performed at each discrete time instant prior to optimizing the input variables and thus it
can be referred to as a priori switching MPC (APS-MPC). This naive and computation-
ally cheap approach works fairly well for slow systems with sufficiently “wide” piecewise
continuous intervals occurring in the description of the system dynamics/optimization cri-
terion. This, however, compromises the quality of the achieved control performance and,
moreover, such simplifying assumption might not be valid for a substantial class of con-
trol tasks. Alternatively, there are also methods that avoid use of approximations and
solve the discontinuous task as is, nevertheless, they either i) rely on knowledge of the
future dynamics switches over the optimization horizon [Xu and Antsaklis, 2000], [Giua
et al., 2001], [Xu and Antsaklis, 2004], [Mhaskar et al., 2005], [Wu et al., 2006], which is
a knowledge that is only very rarely at disposal; or ii) perform a possibly time consuming
pre-processing and solve the original task by dividing the non-smooth problem into multi-
ple smooth problems with additional constraints [Xu et al., 2015], which further increases
the computational demands; or iii) restrict to only two possible sub-dynamics [Bengea
and DeCarlo, 2005]; or iv) deal with piecewise affine/mixed logical and dynamical systems
considering only linear set of sub-dynamics [Camacho et al., 2010], [Alexis et al., 2011].
As already mentioned in the previous section, it is also possible to formulate and solve the
task by means of mixed-integer nonlinear programming techniques, but substantial growth
of computational demands should be anticipated.

Being another part of this thesis, a novel optimization algorithm (HaSH-NPC) address-
ing these issues was developed and presented in [A.3]. The underlying idea is as follows:
consider an optimization task involving a system with discontinuous dynamics being a
function of system states, manipulated/disturbance inputs and a discrete-valued dynamics-
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switcher which indicates the particular sub-dynamics consisting in minimization of a cost
criterion defined as a piecewise continuous function of the states, inputs and a discrete-
valued criterion-switcher identifying the particular sub-criterion. Next, a piecewise contin-
uous Hamiltonian can be derived as a function of the system states, inputs/disturbances,
adjoint states and a hamiltonian-switcher, an auxiliary variable mapping the dynamics- and
criterion-switcher to a set of all possible Hamiltonian relations for the piecewise continu-
ous optimization problem. Then, during the online iterative calculations, the derivatives
of the piecewise continuous Hamiltonian obtained employing the dynamics-, criterion- and
hamiltonian-switcher profiles evaluated along the input trajectories corresponding to the
previous iteration are used to update the optimized input sequences; this iterative proce-
dure is applied until a predefined convergence criteria are satisfied. An extension of the
HaSH-NPC algorithm was also provided consisting in deriving formulas for adaptive choice
of the optimization horizon with a detailed description being presented in Chapter 4.3. The
performance of HaSH-NPC algorithm was compared with that of APS-MPC and validated
on an example of a vehicle control considering hybrid race car dynamics and a piecewise
continuous cost criterion. It was demonstrated that even with shorter constant prediction
horizon, HaSH-NPC outperforms the commonly used approach in both the performance
index maximization and safety requirements satisfaction. Moreover, a comparison with
solutions obtained with a commercial mixed-integer nonlinear programming solver was
presented in the mentioned paper and it was shown that while having comparable perfor-
mance, the mixed-integer solver consumes incomparably more time than the HaSH-NPC
algorithm. Last but not least, a very detailed sensitivity analysis was also performed and
the results confirmed solid robustness against parameters/dynamics modelling mismatches.

The publication mentioned above is presented in the original formatting and is provided
on the next page et seq.
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Controller With Adaptive Horizon
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Abstract— This paper focuses on the development of an
optimization algorithm for car motion predictive control that
addresses both hybrid car dynamics and hybrid minimization cri-
terion. Instead of solving computationally demanding nonlinear
mixed-integer programming task or approximating the hybrid
dynamics/criterion, the Hamiltonian-switching hybrid nonlinear
predictive control algorithm developed in this paper incorporates
the information about hybridity directly into the optimization
routine. To decrease the time complexity, several adaptive pre-
diction horizon approaches are proposed, and for some of
them, it is shown that they preserve maneuverability-related
properties of the car. All developed alternatives are verified on
an example of a motion control of a racing car and compared
with the approximation-based nonlinear predictive control and a
commercial product. Moreover, a sensitivity analysis examining
robustness of the algorithm is included as well.

Index Terms— Autonomous vehicles, hybrid systems, nonlinear
model predictive control (MPC), optimization, vehicle control.

I. INTRODUCTION

AUTOMOTIVE industry is one of the most dynamic
engineering branches. Recently, huge progress toward an

autonomous car has been witnessed [1]–[5], and out of the
control methods able to replace a human driver, the model
predictive control (MPC) is the most perspective one.

The most frequent variant is the linear MPC [4], [6], [7].
Although computationally simple, simplifications of the non-
linear dynamics/criterion provide only suboptimal perfor-
mance. Some works present nonlinear MPC, however, they
usually focus only on steering control [1], [8], [9]. The
nonlinear MPC proposed in this paper manipulates steering,
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acceleration and braking and both satisfies the safety con-
straints and maximizes the performance indicators.

Complications arise from the strongly nonlinear sideslipping
effects. One option is to model them by a steering coefficient
being a piecewise continuous function of the forward veloc-
ity yielding a hybrid car dynamics model. Its attractiveness
consists in replacing one complicated nonlinear function with
a series of simpler subfunctions, as exploited in aerospace
applications, chemical or electrical engineering [10]–[13].

Usually, mixed-integer programming (MIP) is exploited
to handle the hybrid optimal control problems [14]–[16];
however, the nonlinear MIP tasks are NP-hard with exponen-
tially growing time/computational demands [17], [18]. Some
works [19], [20] propose alternatives, however, they either rely
on restrictive assumptions such as a priori knowledge of the
subdynamics sequence or perform a possibly time-consuming
preprocessing. In this paper, we develop an algorithm requir-
ing no such knowledge that avoids complex preprocessing,
exploits Hamiltonian-switcher and solves the given optimiza-
tion task directly as an ordinary nonlinear-programming task.

The computational burden is one of the weaknesses of
the optimization-based approaches. Although dividing the
“global” control task into smaller pieces and using decentral-
ized approach [21] decreases the computational complexity,
the price is the loss of optimality. However, since the com-
plexity of the optimization task depends on the length of the
optimization horizon, it can be reduced using adaptive horizon.
In this paper, several alternatives are proposed with certain
safety guarantees.

This paper is organized as follows. Section II introduces the
vehicle behavior description, control requirements and con-
straints. Section III deals with the mathematical aspects of the
problems the newly proposed algorithm focuses at, formulates
a novel Hamiltonian-switcher-based algorithm and explains
adaptive prediction horizon approaches. In Section IV,
the results obtained from the numerical experiments are pre-
sented. Section V inspects the robustness of the proposed
control algorithm with respect to parameter perturbations.
Section VI concludes this paper.

II. CAR MOTION MODELING, OBJECTIVES,
AND CONSTRAINTS

In the role of the test-bed system, a racing car with a hybrid
steering coefficient was chosen.

A. Car Modeling

Car dynamics modeling is a highly delicate task, since
the real car behavior is influenced by many factors, which

1063-6536 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 1. State variables.

1) are constant (car mass, size and wheelbase), through
those that 2) vary slightly/slowly (e.g., road inclina-
tion) up to those that 3) are highly nonlinear/stochastic
[aerodynamic (im)perfections and their influence, car/road
technical conditions and others].

In the literature, two main modeling branches are fol-
lowed: kinematic (nonholonomic) modeling [22] and dynamic
modeling [23]. While the dynamic modeling provides accurate
models useful for simulation and analysis, the kinematic (non-
holonomic) models are simpler and have low computational
requirements, which is attractive for model-based control sys-
tems. On the other hand, they do not capture more complicated
behavior, such as sideslipping. In this paper, this is overcome
by a hybrid coefficient that models sideslipping as a decrease
of the steering effectiveness.

The car dynamics is considered as follows:
x1,k+1 = (p1 − p2 Bk)x1,k + p3 Dk,

x2,k+1 = x2,k + p4α(x1,k) tan(Sk)x1,k,

x3,k+1 = x3,k + p5 cos(x2,k)x1,k,

x4,k+1 = x4,k + p5 sin(x2,k)x1,k, (1)

where the forward speed x1 (ms−1), vehicle orientation
x2 (rad) and its x- and y-position {x3, x4} (m) represent the
state vector x = [x1, x2, x3, x4]T. For visualization, see Fig. 1.
Regarding the manipulated variables u = [D, B, S]T, they cor-
respond to normalized acceleration force D (−), normalized
braking force B (−) and steering angle S (rad).

p1 expresses how much the car velocity is preserved
in the no-gas-no-braking case and meaningful values are
those close to 1. Driving a noninclined road with a tar-
mac surface, p1 is typically slightly lower than 1 mainly
due to ubiquitous friction and air resistance. Lower sub-1
values are caused by driving a rougher terrain (increased
friction), uphill driving (effect of gravitational force) or aero-
dynamic imperfections (increased drag coefficient), while
slightly super-1 values indicate downhill driving. In this
paper, p1 = 0.999.

p2 represents the braking effect. Since the braking decel-
eration can vary from 4.5 up to almost 9.8 ms−2, with
the sampling period of 0.1 s and p1 = 0.999, p2 can
range from slightly less than 0.02 to slightly more than
0.04 depending on the velocity, vehicle/road conditions and
properties (wet/icy road, bald tires and mass distribution).
p2 = 0.03 used in model (1) yields a 100-to-0 kph braking
distance of around 85 m, a reasonable value for rather unpaved
surfaces.

TABLE I

SYSTEM PARAMETERS

Fig. 2. Hybrid steering coefficient α(x1).

The acceleration modeled by p3 is affected by factors
similar to those influencing p1 and p2. p3 = 0.35 ms−1 chosen
here corresponds to 0-to-100 kph time around 8.5 s.

p4 reflecting the influence of the car velocity and steering
command on the car orientation is obtained as a product of
the sampling period and the reciprocal of the wheelbase of the
vehicle. In this paper, p4 = 36.36 × 10−3 is assumed, which
corresponds to a wheelbase of 2.75 m.

As mentioned, nonholonomic models describe the vehi-
cle dynamics with sufficient accuracy at lower speeds and
considering perfect adherence, however, they do not reflect
sideslipping effects. In this paper, the sideslipping is inter-
preted as a decrease of steering effectiveness and is modeled
by a piecewise continuous coefficient α(x1) that equals 1 at
lower speeds x1 ≤ v1, decreases linearly between v1 and v2,
and decays exponentially at speeds x1 > v2:

α(x1) =

⎧
⎪⎨
⎪⎩

α1(x1) = 1 0 ≤ x1 ≤ v1,

α2(x1) = a1x1 + a2 v1 < x1 ≤ v2,

α3(x1) = a3 exp(a4 x1) v2 < x1.

(2)

For graphical interpretation of α(x1), see Fig. 2. The para-
meters {p1, p2, p3, p4, p5}, {v1,2} and {a1, a2, a3, a4} of (1)
and (2) are provided in Table I. Further information on car
dynamics and modeling can be found in [22]–[25].

B. Objectives and Constraints

In automobile racing, the lap time is usually minimized.
This can be transformed into speed x1 maximization, which
then stands for the performance part of the overall criterion.

The second aspect of the same (if not even greater) impor-
tance is the safety, which turns into a requirement that the car
stays on the track with a predefined width W . As usual in car
racing, some predefined tolerance �r is admitted.

The only technical constraints are those imposed on the
manipulated variables D, B and S:

D ≤ D ≤ D, B ≤ B ≤ B, S ≤ S ≤ S. (3)

The numerical values of {D, D}, {B, B} and {S, S} can be
found in Table I.
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III. CONTROLLER DESIGN

In this section, a novel optimization algorithm for hybrid
nonlinear predictive control is proposed and its application to
the investigated task is explained.

A. Hybrid Nonlinear Predictive Control Algorithm

Let us introduce a general description of a discrete-time
system with switched dynamics as follows:

xk+1 = F(xk, uk, sd,k) (4)

where the dynamics switcher sd,k = Sd(xk, uk) indicat-
ing the current system dynamics is obtained by a mapping
Sd : Rn+m �→ {1, 2, . . . , Nd }. Here, n and m are the dimen-
sions of states x and inputs u, and Nd ∈ N+ is the number of
switched dynamics. Moreover, let

F(xk, uk, 1) = f1(xk, uk),

F(xk, uk, 2) = f2(xk, uk),
...

F(xk, uk, Nd ) = fNd (xk, uk), (5)

where fsd,k (xk, uk) expresses the particular subdynamics.
The hybrid optimization criterion J minimized at each time

k is considered in the following form:

J =
k+P∑

i=k+1

L(xi , ui , sc,i ) (6)

with prediction horizon P ∈ N+. Next, assume that the
function L can be expressed as

L(xk, uk, 1) = l1(xk, uk),

L(xk, uk , 2) = l2(xk, uk),
...

L(xk, uk, Nc) = lNc (xk, uk), (7)

with lsc,k (xk, uk) being the particular subcriterion term. Here,
the criterion switcher sc,k = Sc(xk, uk) is obtained by a
mapping Sc : Rn+m �→ {1, 2, . . . , Nc}, where Nc ∈ N+ is the
number of the hybrid parts of the cost criterion term L.

Then, the optimization task is summarized as follows.
For given initial condition x−, find

u∗ = arg min J (x, u, sd , sc) (8)

with respect to

xk+1 = F(xk, uk, sd,k),

umin ≤ u ≤ umax,

sd,k = Sd(xk, uk) ∈ {1, 2, . . . , Nd },
sc,k = Sc(xk, uk) ∈ {1, 2, . . . , Nc}. (9)

The common implementation [further referred to as a priori
switching MPC (APS-MPC) algorithm] performed at each
sampling instance k is as described by Algorithm 1.

The APS-MPC approach eliminates the hybridity by eval-
uating Sd and Sc prior to solving the optimization task and
assuming sd and sc constant over the whole P , which enables

Algorithm 1 APS-MPC

use of the standard NLP solvers instead of more demanding
MINLP in step 2 of APS-MPC.

While for simple tasks, potential issues with the valid-
ity of the approximation are not crucial, a suitable
alternative needs to be found for less trivial cases.
Here, one such alternative—Hamiltonian-switching hybrid
nonlinear predictive control (HaSH-NPC) algorithm—is
derived as an adaptation of the Hamiltonian-based gradient
method [26], [27].

The original gradient algorithm makes use of the Hamil-
tonian H (x, u, λ) = λT

k+1 F(xk, uk) + L(xk, uk). In the hybrid
case with system dynamics (5) and criterion term (7), it can
be derived that

H(x, u, λ)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λT
k+1 f1(xk, uk) + l1(xk, uk) iff sd = 1, sc = 1,

λT
k+1 f1(xk, uk) + l2(xk, uk) iff sd = 1, sc = 2,

...

λT
k+1 f1(xk, uk) + lNc (xk, uk) iff sd = 1, sc = Nc,

λT
k+1 f2(xk, uk) + l1(xk, uk) iff sd = 2, sc = 1,

...

λT
k+1 fNd (xk, uk) + lNc (xk, uk) iff sd = Nd , sc = Nc.

To make the above description more compact, let us introduce
a Hamiltonian-switcher sh = Sh(sd , sc)

Sh : {1, 2, . . . , Nd } × {1, 2, . . . , Nc} �→ {1, 2, . . . , Nh }. (10)

Here, Nh ∈ N+ corresponds to the number of all possible
Hamiltonian relations for the hybrid optimization problem.
The mapping Sh can be with advantage chosen as

Sh(sd , sc) = (sd − 1)Nc + sc. (11)

Then, the hybrid-problem Hamiltonian can be constructed as

H(x, u, λ, sh)= Hsh(x, u, λ)=λT
k+1 fsd (xk, uk)+lsc(xk, uk).

(12)

Instead of approximating the hybridity, the HaSH-NPC
algorithm handles the problem correctly as described by
Algorithm 2.

Let us note that the search step length choice is a highly
complicated and still open question. While computationally
least demanding, constant search steps often provide poor
convergence. On the other hand, search steps obtained by a line
search usually yield best convergence, however, their, calcu-
lation might be prohibitively time-consuming. A fair tradeoff
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Algorithm 2 HaSH-NPC

is offered by the heuristically chosen cost-function-dependent
search steps that 1) are small (and prevent oscillations) if the
cost criterion decreases rapidly and 2) increase (and speed
up the convergence) if the cost criterion change is small.
Moreover, their computational demands are negligible, since
they can be expressed analytically. In this paper, the search
step length αl is considered as a function of the cost criterion
value decrease �Jl−1 = |J (Ul−1) − J (Ul−2)| as follows:

αl = β max(α, min(α,− log10(�Jl−1))), (14)

where β � 0 and α > α � 0 shape and constrain the step.

B. Control Design

As indicated, the performance part of the criterion mini-
mized over prediction horizon P ∈ N+ is expressed as

Jp =
k+P∑

i=k+1

−x1,i . (15)

TABLE II

CASE STUDY PARAMETERS

The satisfaction of the safety requirements can be accom-
plished in several ways. The first option is to track the central
line given by {xcent,k, ycent,k}, which, however, disables speed
optimization. Rather than that, keeping the x- and y-position
within admissible limits is more advantageous. To handle this,
a new state x5 (m) representing the total driven distance is
introduced, and the model (1) is extended as follows:

x{1,...,4},k+1 =̂ (1),

x5,k+1 = x5,k + p5x1,k . (16)

As in [28], [29], feasibility issues are eliminated introducing
relaxed safety part of the criterion formulated as follows:

Js =
k+P∑

i=k+1

L(x3,i , x4,i , CX (x5,i), CY (x5,i )), (17)

where

L =

⎧
⎪⎨
⎪⎩

0 ri < R,

|ri − R| R ≤ ri < R + �r ,

ω3(ri − R)2 R + �r ≤ ri .

(18)

Here,

ri =
√

(x3,i − CX (x5,i))2 + (x4,i − CY (x5,i))2 (19)

represents the distance of the car from the central line
[CX , CY ], R = W/2 is the half-width of the track, �r is
the considered tolerance, and ω3 is a weighting parameter.

Having specified a set of discrete points {xcent, ycent} lying
on the central line and the corresponding driven distances
{dcent} and exploiting spline interpolation techniques [30],
functions CX (x5) and CY (x5) can be obtained as CX ≈
xcent(dcent), CY ≈ ycent(dcent), and then directly incorporated
into the cost criterion (20).

To avoid simultaneous use of gas and brake, additional
minimization term Dk Bk is considered. The overall criterion
for the predictive controller is then formulated as

Jk = ω1 Jp + ω2 Js +
P∑

i=k

Di Bi . (20)

Jp and Js correspond to (15) and (17), respectively, and
ω1 and ω2 are user-defined weights. The values of ω{1,2,3},
R and �r are listed in Table II. Last of all, let us note that the
solution is required to respect the hybrid dynamics (16) with
Nc = 3 and Nd = 3 and satisfy constraints (3).
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C. Adaptive Prediction Horizon

Prediction horizon is one of the key parameters specifying
the tradeoff between computational complexity and optimality.
The idea of adaptive prediction horizon comes in very natu-
rally in case of car motion control—intuitively, the higher the
velocity is, the longer horizon is needed to handle the car
satisfactorily and respect the track constraints. In this paper,
three adaptive prediction horizon approaches are considered.

1) Linear Adaptive Horizon (θ − P Approach): The predic-
tion horizon is calculated using [θx−

1 ] being the nearest integer
to a θ -multiple of x−

1

P = max(1, [θx−
1 ]), (21)

where θ > 0 is a tuning parameter. Despite simple calculation,
the choice of the parameter θ is tricky and depends on the
current track—combination of long straight parts where the car
velocity increases rapidly and short sharp curves demanding
intensive braking requires higher θ , while presence of only
low-curvature passages might also allow for lower θ . Absence
of such information degrades the control performance. This
shortcoming is eliminated by the more advanced alternatives
for adaptive prediction horizon.

2) Nominal Logarithmic Adaptive Horizon (nom-log −P
Approach): In this case, the horizon P is calculated as

P =
⎧
⎨
⎩

1 x−
1 ≤ v1,

1 +
⌈

logp

(
v1
x−

1

)⌉
v1 < x−

1 ,
(22)

where p = p1 − p2 B < 1 represents the velocity dynamics
coefficient with maximum braking and minimum acceleration.
Here, 	ε
 denotes the smallest integer not less than ε. Now,
let us define the nominal car dynamics as dynamics (1) with
x1 ≤ v1, i.e., α(x1) = 1, and let us specify the preservation of
nominal maneuverability as the physical capability of the car
to drive over a trajectory that is realizable by the nominal car
dynamics. Then, the following statement can be made.
Theorem 1. Consider a vehicle with dynamics (16) with
p = p1 − p2 B < 1 and D = 0. Let us assume that
given initial conditions x−, an optimal controller OC∞ with
prediction horizon P = ∞ with respect to criterion (20) and
constraints (3) results in sup(rk) ≤ R + �r . Then, given the
same initial conditions x−, an optimal controller OC	 with
prediction horizon P	 calculated according to (22) preserves
nominal maneuverability and also leads to sup(rk) ≤ R +�r .
Proof: The only difference between the nominal car dynamics
and the dynamics of the real car is caused by the fact that
α(x1,k) < 1 ⇔ x1,k > v1. Assuming an optimal controller,
it can be expected that given enough information about the
upcoming trajectory (represented by infinite prediction horizon
P = ∞), the controller decreases the velocity x1,k , such that
α(x1,k) = 1 when necessary. Here, it should be noted that
infinite prediction horizon, in fact, collapses to a horizon of
such a finite length that the whole track is covered. A controller
with shorter P (not covering the whole track) is able to ensure
such a decrease only in case that P is large enough to bring x1
from x1,0 = x−

1 to x1,P < v1 with Dk ≡ D, Bk ≡ B. Directly
substituting Dk ≡ D, Bk ≡ B and P	 calculated according

Fig. 3. pM (x1) and supernominal maneuverability range 〈0, v+
1 〉, detail.

to (22) into the dynamics of the car (1), the nonlinear velocity
dynamics turns into a linear one,

x1,k+1 = px1,k, (23)

with p = p1 − p2 B < 1. Then, x1,P	 = pP	
x−

1 . Obviously,
x−

1 ≤ v1 yields P	 = 1, x1,P	−1 ≤ v1, and α(x1,P	−1) = 1.
For x−

1 > v1, the substitution leads to

x1,P	 =
⎛
⎝p

(
1+

⌈
logp

(
v1
x−
1

)⌉)⎞
⎠ x−

1 ≤ p
v1

x−
1

x−
1 < v1. (24)

Furthermore,

x1,P	−1 ≤ v1

x−
1

x−
1 ≤ v1 ⇔ α(x1,P	−1) = 1, (25)

which means that x2,P	 evolves from x2,P	−1 according to
the nominal car dynamics. Therefore, P	 calculated according
to (22) provides enough information to preserve nominal
maneuverability. �

3) Supernominal Logarithmic Adaptive Horizon (S-nom-
log −P Approach): Inspecting the dynamics (1), it can be
seen that the function tan(S) is multiplied not only by α(x1)
but by the maneuverability product pM (x1) = x1α(x1) that
specifies the resulting efficiency of the steering S. Looking at
Fig. 3, it is obvious that the value of pM can be even higher
than v1α(v1). Let us call such values supernominal values of
pM , and let us define the supernominal maneuverability range
as

〈0, v+
1 〉 = {x1| pM(x1) ≥ v1α(v1) ∨ α(x1) = 1}.

The value of v+
1 can be found as the higher solution of the

equation pM(x1) = v1α(v1). Let us also specify the preser-
vation of supernominal maneuverability as the capability of
achieving that x2,P−1 evolves to x2,P with either supernominal
pM or nominal α = 1.

Now, let us have P calculated based on x−
1 as follows:

P =
⎧
⎨
⎩

1 x−
1 ≤ v+

1 ,

1 +
⌈

logp

(
v+

1
x−

1

)⌉
v+

1 < x−
1 ,

(26)

and formulate the following statement.
Theorem 2. Consider a vehicle with dynamics (16) with
p = p1 − p2 B < 1 and D = 0. Let us assume that
given initial conditions x−, an optimal controller OC∞ with
prediction horizon P = ∞ with respect to criterion (20)
and constraints (3) results in sup(rk) ≤ R + �r . Then,
given the same initial conditions x−, an optimal controller
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OCs	 with prediction horizon Ps	 calculated according to (26)
preserves supernominal maneuverability and also leads to
sup(rk) ≤ R + �r . Furthermore, the following holds for the
average value of prediction horizon exploited by controllers
OCs	 and OC	:

mean(Ps	|OCs	) ≤ mean(P	|OC	).

Proof: The first part of the proof is similar to the previous
case and consists in direct substitution of Dk ≡ D, Bk ≡ B,
and Ps	 calculated by (26) into (1). Having accomplished this,
it can be shown that with x−

1 > v+
1 and Ps	,

x1,Ps	−1 =
⎛
⎝p

⌈
logp

(
v+
1

x−
1

)⌉⎞
⎠ x−

1 ≤ v+
1

x−
1

x−
1 ≤ v+

1 , (27)

i.e., the velocity can be decreased from x−
1 > v+

1 such that the
supernominal maneuverability range is reached at k = Ps	 −1
and x2,Ps	 can evolve from x2,Ps	−1 with supernominal pM .

The second part of the proof comes from the comparison of
expressions (22) and (26)—since v1 ≤ v+

1 , Ps	(x−
1 ) calculated

according to (26) is not higher than P	(x−
1 ) calculated by (22)

for any value of x−
1 . �

Remark. Considering r as an additional system output and
Radm = 〈0, R+�r 〉 as admissible set for r , a controller can be
found stabilizable if it ensures that rk ∈ Radm ∀k ≥ 0 iff r0 ∈
Radm or limk→∞ rk = ra ∈ Radm iff r0 /∈ Radm. Then, it can
be deduced that starting from initial conditions r0 ∈ Radm,
a suitably tuned optimal controller with the proposed adaptive
prediction horizon is able to keep r within the admissible
bounds given that this is achievable by the nominal car, i.e.
Radm = 〈0, R + �r 〉 is forward invariant with the proposed
predictive controller and the adaptive predictive horizon. This
covers the first part of the stability requirements. Their second
part is covered by incorporating the track violation into the
criterion (20). Since the controller makes control moves in the
direction of negative gradient of the cost function, choosing
suitable weights makes the nonzero safety part of the criterion
decrease gradually from time k − 1 to k, i.e., Js,k ≤ Js,k−1.
Therefore, if r0 /∈ Radm, the controller produces a series
of control moves uk such that limk→∞ rk = ra ∈ Radm,
which covers the second part of the stability requirements.
As such, Theorems I and II and their proofs guarantee the
recursive feasibility when using the nom-log-P and S-nom-
log-P prediction horizons.

IV. RESULTS

Several numerical experiments were performed on different
tracks to examine the performance of all presented alternatives.
Their results are presented in this section.

A. APS-MPC Versus HaSH-NPC Comparison

At first, the hybrid predictive control algorithms were tested
on Track 1 with the nominal prediction horizon P = 25
samples. Fig. 4 shows the behavior of the car on the track.

Looking at Fig. 4, it seems that both algorithms respect
the safety constraints satisfactorily. However, more details are

Fig. 4. Track 1. Black line: HaSH-NPC. Red line: APS-MPC.

Fig. 5. Track 1—r , x1, and sd . Black line: HaSH-NPC with P = 25.
Red line: APS-NPC with P = 25. Blue dashed line: APS-NPC with P = 30.

provided by the topmost subfigure of Fig. 5, where the distance
of the car from the central line is shown. The yellow line
r = R indicates the inner zero-penalized part of the track,
while the green line r = R + �r indicates the transition
between the linear penalization and quadratic penalization.

It can be seen that while the HaSH-NPC algorithm (rep-
resented by black solid line) almost never allows the car to
leave the inner zero-penalized part of the track r < R and
very safely satisfies the condition r < R + �r , APS-MPC
(represented by red solid line) working with the approximated
description of the optimization problem happens to violate
even the additional tolerance on the distance from the central
line. Such a significant track violation can eventually bring the
car to a point at which it is not able to return back to track
and continue racing any more. This negative effect can be
eliminated considering APS-MPC with increased prediction
horizon P = 30 (represented by the blue dashed line).
Although the use of longer prediction horizon complies with
the expectations and helps to keep the car on the track, increase
of the computational time can also be expected.

Fig. 5 also shows the x1 profiles for the three above-
mentioned variants (middle subfigure). Since the velocity
determines the current system subdynamics, the velocities v1
and v2 of expression (2) are indicated by the green and yellow
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Fig. 6. Track 2. Black line: HaSH-NPC. Red line: APS-MPC.

dashed lines, and also the dynamics-switcher profiles sc are
provided (see the bottommost subfigure).

It is obvious that the assumption on a priori known
sequence of the system subdynamics cannot hold in this
case, and therefore, the approaches relying on it could not
be used. Given that the velocity (and thus the dynamics
switcher) profiles are quite similar for the three depicted
alternatives, while the track satisfaction differs significantly for
HaSH-NPC versus APS-MPC with P = 25, it can be con-
cluded that with equal prediction horizon, the HaSH-NPC
handles the switching dynamics in a more appropriate way.

To obtain a more reliable comparison, another set of numer-
ical experiments with the longer and more complicated Track
2 was performed. Track 2 and the behavior of the car with
the two hybrid predictive control algorithms are presented
in Fig. 6. Also in this case, nominal P = 25 was used.

In this case, the difference between the performances of
the two algorithms is more significant. While the HaSH-NPC
handles the complex track as well as the simpler one, certain
problems in keeping the car on the track can be observed
in case of APS-MPC. This is demonstrated by Fig. 7, where
several details of the track are provided. Especially when
driving at limit speed and cornering, the APS-MPC with
nominal prediction horizon sometimes happens to get out of
the track. Fig. 8 shows the velocity profiles and distances from
the central line in one such situation in more detail. In the
first subfigure, black and red lines represent the distance r
reached by HaSH-NPC and APS-MPC at particular distance
driven from the start d . Dashed lines mark r = R (yellow
line) and r = R + �r (green line). In the second subfigure,
black and red lines show velocity reached by HaSH-NPC/APS-
MPC, and green and yellow dashed lines mark v1 and v2,
respectively.

From Fig. 8, it can be seen that due to the approximation,
APS-MPC does not decrease the speed sufficiently when
cornering. This is not the case of HaSH-NPC, which acts
appropriately and successfully satisfies the track tolerance.
By increasing prediction horizon to P = 45 samples in case

Fig. 7. Track 2. Black line: HaSH-NPC. Red line: APS-MPC.

Fig. 8. Track 2—r and x1. Black line: HaSH-NPC with P = 25. Red line:
APS-NPC with P = 25. Blue dashed line: APS-NPC with P = 30.

TABLE III

COMPARISON OF HYBRID PREDICTIVE CONTROL ALGORITHMS

of APS-MPC (blue dashed line), even the algorithm working
with approximation achieves satisfactory performance.

The results of all experiments with constant prediction
horizon are summarized in Table III, where T1 and T2
indicate the particular track. Several numerical evaluators were
chosen as follows to provide a comprehensive comparison.
As the first evaluator, the average velocity x1 was considered.
The second evaluator TV = max{TVk} corresponds to the
maximal track violation TV k = max(0, rk − R), where rk

is defined by (19). Let us remind the tolerance for the track
violation �r = 0.5 m. The last evaluator d�r V represents
the distance driven by the car when violating even the track
tolerance (rk > �r ). For HaSH-NPC, prediction horizon
P = 25 samples was considered, while in case of the other
algorithm, the prediction horizon is indicated by the subscript
(e.g., APS-MPC35 means APS-MPC with horizon P = 35
samples).

Inspecting Table III, it can be seen that all algorithms
achieve similar average velocities on particular track with
slight superiority of HaSH-NPC results and (as expected),
increase of prediction horizon results in increase of x1 in case
of APS-NPC algorithm. However, a big difference can be
noticed comparing TV and d�r V . On Track 1, the HaSH-NPC
algorithm never violates the track tolerance (see TV = 0.1 <

71



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

TABLE IV

COMPARISON OF ADAPTIVE PREDICTIVE HORIZON APPROACHES

�r and d�r V = 0). On the other hand, APS-MPC with
P = 25 drives 34 m violating the track by more than 0.5
m with a maximal violation of 1.8 m. To make APS-MPC
achieve acceptable performance the prediction horizon needs
to be increased to P = 30 samples.

The situation is even more significant in case of the more
complicated Track 2. Although TV of HaSH-NPC rises to 0.4
m, it stays within the defined track tolerance �r with P as low
as 25 samples. The APS-MPC algorithm, however, is not able
to achieve desirable track-satisfaction performance even with
P = 35 for which it still violates the track by up to 0.9 m.
The satisfaction of the track tolerance is achieved with as long
predictions as P = 45 samples. The poorer behavior of the
APS-MPC algorithm is caused mainly by the approximation
of the hybrid dynamics/cost criterion. MPC is a model-based
controller, and therefore, neglecting/approximating the system
dynamics in a significant way comes hand in hand with
performance degradation. On the other hand, increasing P can
remedy these negative effects, since more time is provided to
take the corrective action. This explains why APS-MPC is
outperformed by HaSH-NPC with equal prediction horizons
and why also APS-MPC can satisfy the safety requirements
with increased P .

B. Adaptive Prediction Horizon Approaches Comparison

To inspect the performance of the adaptive predic-
tion horizon approaches, only HaSH-NPC algorithm was
evaluated. Track 2 was considered because of its more com-
plicated shape and a need for more aggressive car handling
and maneuvering.

To obtain an illustrative and reliable comparison of dif-
ferent approaches, several evaluators were inspected. The
first one was the average achieved velocity x1 representing
the performance part of the criterion, while the safety part
SP of the criterion, max(rk − R) ≤ �r , was evaluated
binarily ( —passed and —failed). As the computational
complexity and efficiency markers, average prediction horizon
P considered by particular controller and “efficiency ratio”
E = x1/P were evaluated as well. The results are summarized
in Table IV. For the sake of completeness, results of algorithm
with constant prediction horizon denoted as c-HaSH-NPC are
provided as well.

At first, θ -P approach was tested with
θ ∈ {0.2, 0.4, 0.6, 0.8, 1}. It can be seen that while all
θ -P variants with θ ≥ 0.6 passed the safety requirements,

Fig. 9. Pareto optimality ( —0.6-P , —0.8-P , —1.0-P , —c-HaSH-NPC,
—nom-log-P , —S-nom-log-P , and —Pareto frontier).

those with θ ≥ 0.8 might not be regarded as competitive due
to their excessive computational complexity demonstrated
by P ≥ 27.3. This comes hand-in-hand with a decrease of
the efficiency ratio E , which degrades from E = 1.68 (for
θ = 0.6) to as low as E = 1.05 (for θ = 1.0). The efficiency
ratio for variants that did not pass the safety requirements
was not evaluated.

Unlike the θ -P variants, nom-log-P and S-nom-log-P
approaches provide both safety constraints satisfaction and
attractive performance with high computational efficiency.
While nom-log-P approach achieves the highest x1, the S-
nom-log-P approach is clearly the most computationally effi-
cient with E = 1.95.

Considering multiple evaluative criteria Ji , i ∈ {1, . . . , ni }
and a set of solutions X, solution x̃ ∈ X is said to dominate
solution x̌ ∈ X iff Ji (x̃) ≤ Ji (x̌) for all i and at least for one
j ∈ {1, . . . , ni }, Jj (x̃) < Jj (x̌). A solution x̂ ∈ X is said to
be Pareto optimal iff it is not dominated by any other solution
x̌ ∈ X. Further details on Pareto optimality might be found
in [31]–[33] and references therein.

With three evaluative criteria J1 = −x1, J2 = P and J3 =
−E , it can be shown that out of all alternatives that passed
the safety requirements, only nom-log-P and S-nom-log-P
approaches are not dominated by any other solution and thus
are Pareto optimal. This is demonstrated in Fig. 9—the Pareto
frontier [31] comprising the Pareto optimal solutions consists
exclusively of logarithm-based (nom-log-P and S-nom-log-P)
approaches.

Fig. 10 shows the tradeoff between the efficiency E and the
safety-requirements satisfaction by depicting Pk (horizon at
time k) as a function of x1,k . The S-nom-log-P approach splits
the approaches into two groups—those lying completely above
the S-nom-log-P-profile are safety-acceptable yet efficiently
suboptimal while those that “undercrawl” it significantly are
in turn more efficient but might be safety-unacceptable.

The overview is completed by a comparison with a com-
mercially available MINLP solver provided in Table V. In this
role, ga function implementing genetic algorithm being part of
MATLAB Global Optimization Toolbox was employed with
three different settings denoted as ga1, ga2, and ga3. CTR (−)
expressing the ratio between the average computational time
of ga and HaSH-NPC was evaluated as well.

This comparison shows the main advantage of the HaSH-
NPC algorithm against the MINLP solvers—elimination of
high computational complexity. While with the computation-
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Fig. 10. Pk as a function of x1,k ( —0.2-P , —0.4-P , —0.6-P , —0.8-P ,
—1.0-P , —nom-log-P , and —S-nom-log-P).

TABLE V

MINLP SOLVER RESULTS

TABLE VI

p1 SENSITIVITY ANALYSIS

ally least demanding settings (which still consumes about 40×
more time), the ga velocity performance is about 5% worse,
the best achieved ga solution comparable with the HaSH-NPC
one requires more than 1000× longer computations.

V. SENSITIVITY ANALYSIS

To evaluate the robustness of the proposed control algo-
rithms, a detailed scenario-based sensitivity analysis was per-
formed exploiting a subsection of the second track encircled
in Fig. 6 by the blue dashed line. In each of the analyzed
cases, nom-log-P and S-nom-log-P approaches were tested
and x1 and TV were evaluated. Out of the model parameters,
p5 was excluded from the sensitivity analysis. The other “p”
parameters (i.e., p1−4) were perturbed separately, while the
α-formula (i.e., a1−4 and v1,2 parameters) was changed as a
whole. Let us note that the MPC model parameters correspond
to Table I unless otherwise stated, and for completeness,
the unperturbed cases are presented in the tables in blue.

A. p1 Sensitivity Analysis

Six values ranging from 0.99 to 1.004 were chosen, which
can be interpreted as uphill/rough terrain driving, noninclined
road driving, and downhill driving. The results are presented
in Table VI.

From the TV results it can be seen that none of the tested
values causes safety problems, which means that the algorithm
is sufficiently robust against the p1 mismatch.

TABLE VII

p2 SENSITIVITY ANALYSIS

B. p2 Sensitivity Analysis

Robustness against p2 perturbation was tested on a set of ten
scenarios with p2 ranging from 0.04 to 0.006 to cover both the
situations where the braking effectiveness is underestimated
and those where the braking effect decreases (which can
happen due to rain or snow) and MPC overestimates it. The
results are listed in Table VII.

Inspecting the results obtained for p2 = 0.04 to 0.024 (the
first subtable), it can be seen that both variants are successful
without any adaptations. Decreasing p2 to 0.02, S-nom-log-
P violated �r , and therefore, the following workaround was
proposed. Calculation of prediction horizon was performed
considering “worst case guess” p2,wg = 0.01, while for the
MPC model itself, the original p2 = 0.03 was used. Basically,
only the prediction horizon was increased, while the dynamics
remained the same. This was successfully tested for p2 = 0.02
to 0.01 (see the second subtable). For p2 = 0.008, �r was
again violated, and another workaround consisting in use of
“worst case guess” for both the prediction horizon calculation
and the MPC model was implemented with p2,wg = 0.005.
The usefulness of this adaptation is demonstrated by the
results presented in the third subtable. Last of all, a p2
estimator was designed according to (1) using x1, D, and B
measurements, and as the parameter for the optimizer, moving
average calculated from p2 estimates over the last ten samples
was used. These results presented in the last subtable show
that while already the original “no-estimator” algorithm had
satisfied the safety requirements, the optimality in the sense
of x1 improved with the estimator.

C. p3 Sensitivity Analysis

Regarding the p3 parameter, eight values ranging from
0.2 to 0.7 corresponding to 0–100 kph acceleration times
of 4–15 s were used. The results can be found in Table VIII.

The influence of the p3 parameter perturbation on
the performance is in some sense proportional to
the p3 perturbation—p3 decrease/increase results in
decrease/increase of both x1 and TV, nevertheless,

73



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

10 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

TABLE VIII

p3 SENSITIVITY ANALYSIS

TABLE IX

p4 SENSITIVITY ANALYSIS

the satisfaction of safety requirements remains unharmed for
the whole inspected range.

D. p4 Sensitivity Analysis

The p4-perturbation robustness of the control algorithm was
verified on a series of seven numerical experiments, where p4
varied from 33.33 × 10−3 to 41.67 × 10−3. Such values can
be interpreted as wheelbase ranging from 2.4 to 3 m, which
covers the vast majority of the race cars. The obtained results
are shown in Table IX.

While the nom-log-P approach handles all evaluated p4
values without violating the track constraints, the S-nom-log-
P approach encounters difficulties with the lowest p4 values
representing a car with 3-m wheelbase. The difference between
the two approaches is in their prediction horizon—although
both algorithms optimize considering the same dynamics,
slightly longer prediction horizon of nom-log-P approach
provides it with enough time to take the corrective action.
This weakness of the S-nom-log-P approach can be remedied
by increasing the safety penalty ω2 from 200 to 500. The
results of such a configuration are presented in Table IX in
the corresponding row after the slash mark. As can be seen,
the unacceptable track violation was successfully eliminated.

Inspecting x1, it can be concluded that both understeering
and oversteering lead to x1 decrease.

E. α Sensitivity Analysis

The α expression was perturbed as a whole to preserve
monotonicity of the coefficient. These perturbations mean
that multiple parameters were changed at time. Therefore,

Fig. 11. Perturbations of α.

TABLE X

α SENSITIVITY ANALYSIS

the perturbed coefficients are plotted instead of exact numer-
ical perturbations of the particular parameters.

At first, the inclination of α varied from 0.7 up to 3. These
perturbations are in Fig. 11 denoted as αinc=i (i stands for
the inclination). Next, α was “shifted” by −4 up to +6 ms−1

as shown in Fig. 11, where the corresponding profiles are
denoted as αs (s is the velocity shift). Following the results
from Section V-D, ω2 = 500 was used for S-nom-log-P with
α{−2,−3,−4}. Three cases were added (see αalt,1, αalt,2 and αalt,3
in Fig. 11). The results can be found in Table X.

Table X demonstrates that although inaccurate α expression
degrades x1, no significant interventions are needed for the
algorithms to keep the car on the track with TV ≤ �r .
It should be noted that this also holds for the inspected
cases where not only the parameters of the α-expression were
perturbed, but even completely different mathematical func-
tions (higher powers of x1, their reciprocals and logarithms)
were used, which is represented by αalt,1, αalt,2 and αalt,3.
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TABLE XI

PERFORMANCE ENHANCEMENT WITH PARAMETER ESTIMATORS

F. Performance Enhancement

It can be expected that the performance might further
improve with an estimator providing regular parameters cor-
rections. To verify this, p2,real = 0.01 and αreal = αalt,1
were used in the real system dynamics. The other para-
meters were kept at their original values, since either their
influence was insignificant or they are not expected to be
misestimated. The x1 and x2 measurements were corrupted
by white noises with the variances of σ1 = 0.5 and
σ2 = 35 × 10−3. Estimates of p2 were obtained as described
in Section V-B. Regarding α coefficient, its current value was
regularly estimated as well, and the obtained {x1, α(x1)} pairs
were used for recursive approximation of α(x1) expression.
These estimates were used for both nom-log-P and S-nom-
log-P algorithms. Table XI presents the results achieved
without and with parameter estimator and those obtained
with perfect knowledge of the system parameters. The results
demonstrate that even though the original MPC parameters
might be inaccurate, their continuous estimation can change
the performance from unsatisfactory to almost equivalent to
the ideal case.

VI. CONCLUSION

In this paper, the HaSH-NPC being a new hybrid nonlinear
MPC algorithm for vehicular control was designed. Unlike
the commonly used solution approximating the optimization
problem (APS-MPC), the HaSH-NPC handles the hybridity
in the system dynamics/cost criterion directly exploiting an
auxiliary variable—the Hamiltonian-switcher. The HaSH-NPC
algorithm was verified on an example of a race car with
hybrid dynamics considering hybrid cost criterion. The results
show a very attractive performance of the HaSH-NPC, which
even with short prediction horizon outperforms the APS-MPC
algorithm.

The second part of this paper focused on adaptive predic-
tion horizons. Linear and logarithm-based prediction horizon
approaches were proposed. Their results show that while
also linear prediction horizons improve the computational
burden when compared with the constant prediction hori-
zon, they might not be able to provide acceptable safety-
requirements satisfaction. This is overcome by the logarithm-
based approaches, which are also shown to be Pareto optimal
with respect to multiple evaluative criteria. Additional com-
parison with a commercially available MINLP solver provided
the same prediction horizons demonstrates that the HaSH-NPC
requires only a fraction of MINLP solver computational time
with comparable performance.

In the last part, the results of a detailed sensitivity analysis
were presented demonstrating the robustness of the HaSH-
NPC with respect to various system parameters perturbations.
Several performance enhancements that can further improve
the robustness and the overall functionality of the algorithm
were also proposed.

The results encourage practical use of the algorithms that
provide a “recipe” for computationally effective nonlinear
MPC for the automotive area.
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Chapter 6

Production-process Optimization

In this chapter, overall optimization of production processes is addressed; in this context,
production-process optimization refers to joint optimization of both the initial conditions
of a production process and its manipulated variables such that an extremum of a chosen
evaluative criterion is attained while respecting given constraints imposed on the optimized
variables, i.e. both the control variables and the process initial conditions are assumed to
be bounded. As a thoughtful reader might have already discovered, this approach can be
particularly useful for a broad class of applications in the process control area, in business
or in the area of mathematical economics.

In the state-of-the-art literature, such general optimization philosophy is somewhat
overlooked. It should be remarked that optimization of the manipulated variables has
gradually become a common practice across various control engineering areas. In such
case, however, the initial conditions are considered to be fixed and immutable, which might
be a reasonable postulate for a wide variety of control tasks ranging from building climate
control [Ma et al., 2012] to flight control [Alexis et al., 2012] and others, nevertheless, when
following this paradigm in case of process control [Mears et al., 2017], this is equivalent to
giving up a significant part of the production potential of the controlled process. A search
for more suitable initial conditions is performed rather rarely [Karthikeyan et al., 1996],
[Jeong et al., 2010], [Kim et al., 2012] and the available works rely on statistical evaluation
of a quite large number of real-life experiments with various initial settings, which is both
extremely time consuming and economically ineffective—if not directly inadmissible—and,
moreover, the fact that also the input profile can be optimized is omitted in such cases.

Another effect characterizing real applications in the area of process control—and bio-
process control in particular—is that the output measurements are very irregularly sampled
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due to a complicated laboratory evaluation of the withdrawn samples. This collides with
the widely adopted approach (i.e. combination of discretized system dynamics model and
subsequent optimization of discretized input profiles) and the endeavour to fully and im-
mediately exploit the information contained in measurements would apparently lead to
decrease of the sampling period yielding steep growth of the computational demands. To
forestall the curse of dimensionality, a constant sampling period is usually chosen as a
compromise sacrificing the optimality in favor of computational bearability. A more ap-
propriate alternative might be a suitable parameterization of the input profile working in
continuous time with several noteworthy attempts on bioprocess yields maximization [Liu,
2009], [Gong et al., 2011], [Liu et al., 2012], [Liu et al., 2013], [Liu and Gong, 2014]. In
these works, the input was allowed to be at most quadratic function of time and the pa-
rameters of the a priori chosen input expression in combination with switching times were
optimized.

In [A.4], a novel algorithm for overall production process optimization1 going signifi-
cantly beyond the state of the art and standing for one of the main contributions of this
thesis was proposed with the following highlights. First of all, a very general set of ba-
sis functions was considered meaning that the optimized input was admitted to be truly
whichever (eventually piecewise continuous) parameterized function of continuous time.
Out of them, the most computationally effective parameterization was obtained solving a
rigorously defined combinatorial optimization task providing certain control performance
guarantees and finally, the corresponding parameters were optimized together with the pro-
cess initial conditions enabling the full potential of the production process to be exploited.
Going into detail, the algorithm for joint input profile and initial conditions optimization
(JIPICO) works in three stages: during stage I, a sampled-input optimization with fixed
process initial conditions maximizing a user-defined criterion is performed providing an
initial estimate of the optimal input profile. Using a set of parametric basis functions, this
estimate is reparameterized by a stage II optimization-based procedure during which the
input profile complexity is reduced while a chosen performance degradation threshold is
satisfied. To address this task rigorously, influence (effective reduction of cardinality of the
optimized parameters set resulting from elimination of particular parameter) and perfor-
mance deterioration (degradation of the evaluative criterion observed having excluded par-

1This algorithm was motivated by a successful attempt published in [A.12] where the input profile had
been reparameterized and subsequent parametric optimization had yielded promising results. Nevertheless,
the reparameterization had been performed using an ad hoc principle and the process initial conditions
had not been optimized.

78



ticular parameter) corresponding to each optimized input-profile parameter are exploited.
Then, the parameters are labeled as either expendable or indispensable and based on the
mutual exclusivity of these two sets, a simpler optimization task consisting in maximization
of the influence only over the expendable parameters set is formulated and solved. It can
be shown that the original reparameterization and this simpler optimization are comple-
mentary to each other and therefore, the parameters of the reparameterized input profile
can be obtained as the relative complement of the solution of the simpler optimization in
the initial parameters set. Finally, stage III consists in parametric optimization of both
the process initial conditions and input profile parameters and to speed-up the conver-
gence, spline interpolation of the criterion values corresponding to perturbed parameters
is exploited when constructing the numerical gradient.

A case study presented in [A.4] tested the JIPICO algorithm on an example of peni-
cillin production and compared it with three other alternatives, namely i) sampled-input
optimization with fixed initial conditions (HGO) corresponding to the commonly used ap-
proach, ii) input profile reparameterization and parametric optimization with fixed initial
conditions (IPRO) and iii) optimization of initial conditions combined with sampled-input
optimization (ICO). While both IPRO and ICO brought some improvement compared with
HGO (3 and 28 %, respectively), a much higher gain of more than 60 % was obtained with
JIPICO algorithm; evaluating a richer set of various cultivation length, JIPICO provided
improvement of 46 − 64 % with HGO being the benchmark. It is worth noting that even
for the second shortest inspected period, JIPICO achieved better result than HGO with
the longest one. The comparison further revealed that the yield per optimized input profile
parameter (a measure of efficiency of the used strategy) is significantly higher with JIPICO
algorithm than with the commonly used approach and mostly keeps growing with increase
of the cultivation length.

Starting on the following page, the publication [A.4] is presented in the original for-
matting.
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Karlovo náměstí 13, Prague 121 35, Czechia 

b Institute of Information Theory and Automation of the Czech Academy of Sciences, Pod Vodárenskou věží 4, 
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Abstract 

This paper presents a computationally tractable algorithm focusing on overall optimization of a pro- 
duction process. The proposed algorithm embraces both the input profile and the state initial conditions 
optimization and consists of three stages: (i) optimization of the input profile with constant initial con- 
ditions, (ii) reduction of the input profile complexity and (iii) joint optimization of the input profile 
parameters and state initial conditions. The newly proposed algorithm is compared with several alter- 
natives on a series of numerical experiments representing penicillin cultivation process. As a part of 
the evaluation, a broader range of optimization periods is considered and not only the criterion but 
also the complexity of the provided input profiles is inspected. The obtained encouraging results show 

the superiority of the newly proposed solution and demonstrate the usefulness of the joint-optimization 
algorithm. 
© 2017 The Franklin Institute. Published by Elsevier Ltd. All rights reserved. 

1. Introduction 

Process industry (and bioprocess industry in particular) is a highly interesting application 

area of the optimization theory and many recent works have been devoted to optimal ma- 
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nipulation of the process inputs (see e.g. [1–8] and references therein). However, unlike the 
branches where the initial conditions are given by the current measurements, also the initial 
state of the process can be usually manipulated within some range in process industry. “Bet- 
ter” choice of the initial conditions can improve the achieved results by as much as several 
tens of per cent [9] . Even despite the strong potential, works on initial conditions optimization 

are rather rare and are mostly based on statistical methods [9–11] . This requires exhaustive 
number of real-life experiments with different initial conditions, which can be economically 

unbearable. Furthermore, only the effect of initial conditions is inspected and the influence of 
the input variables is ignored. The model-based optimization algorithm proposed in this paper 
takes both these influences into account and its performance is illustrated on the penicillin 

production case study. Besides the (bio)process control, such approach can be exploited in 

business, mathematical economics and elsewhere. 
Another specific property of process control is that the processes very often involve non- 

coherently measured/actuated systems operating over long horizons. With commonly used 

discrete time models/discretized inputs [2,5,8,12–14] , the dimension of the optimization task 

rises steeply as the sampling period decreases. To evade the curse of dimensionality, a trade-off 
between the optimality of the discretized solution and the memory and computational demands 
of the optimization would need to be sought using the traditional approaches and apparently, 
the optimality would be sacrificed to the acceptable complexity of the optimization. However, 
an input-profile re-parametrization performed as a part of the algorithm proposed in this paper 
effectively decreases the number of the optimized input profile parameters while keeping the 
optimization working in continuous time. Moreover, the re-parametrization enables to handle 
irregularly available state measurements, since the re-calculation of the continuous-time input 
profile might be performed at whichever time. Here, several works focusing on maximization 

of yields of a fed-batch fermentation process can be mentioned. In [15] , the control function 

was approximated by a piecewise constant function with fixed switching times and only the 
constant levels were optimized. In [16] , the control function parametrization was extended 

to incorporate also linear and quadratic function of time and the coefficients of their linear 
combinations were optimized, however, the switching times were again expected to be known 

a priori. On the other hand, in [17] , the feed rate was assumed to be constant or zero and the 
switching times were optimized, while in [18] , also the terminal time was manipulated. The 
most complex tasks were solved in [19] and [20] , where the control function was parametrized 

as a piecewise constant function of time and both the levels and the switching times were 
optimized. Although the time-scaling transform introduced in [17,19,20] enables to optimize 
also the switching times, the optimized feed flow rate remains a piecewise-constant function 

of time. On the other hand, the algorithm proposed in this paper enables the optimized input to 

be truly whichever parametrized continuous-time function. While already optimization of the 
switching times brings considerable improvement, not restricting to the piecewise-constant 
functions only but allowing also for a broader class, even more flexibility is offered and 

improved results might be obtained while the computational complexity is decreased. To 

sum up, the currently available works suffer from the following drawbacks: (i) the control 
function parametrization is determined ad hoc, and (ii) the process initial conditions are 
given a priori and are not optimized. In some sense, the newly proposed algorithm might 
be regarded as a significant extension of these works since it optimizes over much broader 
family of the basis functions and the choice of these functions is obtained as a result of 
a well-defined combinatorial optimization, and in addition, it optimizes also the state initial 
conditions. The resulting joint optimization algorithm consists of three stages: in stage I, 
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the initial guess of the optimized input profile is obtained via sampled-data optimization. In 

stage II, the initial input profile guess is re-parametrized in continuous time using a rigorous 
optimization-based procedure. In stage III, the state initial conditions and the newly obtained 

input profile parameters are jointly optimized by a parametric optimization. The combination 

of all these adaptations leads to significant improvement of the fermentation yields (46–64%), 
as demonstrated by the presented case study. 

The paper is structured as follows: Section 2 presents preliminaries for the proposed algo- 
rithm including the problem formulation and the previous solution which serves as a spring- 
board for the new approach. The proposed solution itself is provided in Section 3 where 
a three-stage optimization algorithm is composed and all stages are described in detail and 

discussed. Section 4 illustrates the proposed approach using a penicillin production optimiza- 
tion case-study. The results of the newly proposed approach are compared with the original 
algorithm presented in the previous work and the achieved improvement demonstrates the 
contribution of both the newly introduced optimization of the re-parametrized input profile 
and state initial condition optimization. Section 5 concludes the paper. 

2. Preliminaries 

In this section, the optimization tasks to be dealt with are specified and the motivation for 
the newly proposed algorithm is provided. 

2.1. Problem formulation 

In many applications, the ultimate goal is optimization of particular state function at the 
end of certain given period. For such tasks, the following minimization criterion can be used: 

J (u, x 0 ) = F(x(T F )) , (1) 

where F is the chosen function of process states x = [ x 1 , x 2 , . . . , x n ] T , n ∈ N 

+ , and T F is the 
given end time of the optimization period. Moreover, the solution must respect the following 

set of constraints: 

˙ x = f (x , u) , x (0) = x 0 , 

x 0, min ≤ x 0 ≤ x 0, max , x i 0 ∈ X 

i 
0, adm 

, u ∈ U , (2) 

where U is the class of all admissible input functions being all measurable on [0, T F ] such 

that u ( t ) ∈ [ u min , u max ], ∀ t ∈ [0, T F ], u min ∈ R , u max ∈ R , u min ≤u max . Here, f ( x , u ) represents the 
process dynamics and { x 0,min , x 0,max } and { u min , u max } specify the acceptable intervals for initial 
states x 0 and inputs u . Furthermore, some initial states x i 0 might be required to belong to an 

admissible set of discrete values X 

i 
0, adm 

. Although theoretically, X 

i 
0, adm 

might be whichever 
user-defined set of discrete values, the most probable formulation is the one with a fixed 

resolution step, X 

i 
0, adm 

= { q i R i | q i ∈ Z } , with R i ∈ R 

+ being the fixed resolution of setting the 
i th initial state. 

Finally, the optimization task is summarized as: 

find { u 

∗(t ) , x ∗0 } = arg min 

u(t ) , x 0 
J (u, x 0 ) 

subject to constraints (2) . (3) 
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8532 M. Pčolka, S. Čelikovský / Journal of the Franklin Institute 354 (2017) 8529–8551 

2.2. Sampled Hamiltonian-based projected gradient method 

Standard way of solving the production-process optimization task is to simplify the opti- 
mization problem by setting the state initial condition x 0 to be fixed and considering only the 
input u as the optimizable variable [2,5,12,21,22] . Then, the task (3) can be treated as a fixed 

initial state, fixed time interval and free terminal state optimal control problem. To find the 
input u minimizing Eq. (1) , the well-known gradient approach is often performed on U T samp 

admissible class of T samp -sampled functions defined as follows. 

Definition 1. For the given sampling period T samp ∈ R 

+ and the constraints u min ∈ R , u max ∈ 

R , u min ≤u max , U T samp is an admissible class of measurable T samp -sampled functions such that 

U T samp = { u(t ) ≡ u (k) , ∀ t ∈ [(k − 1) T samp , kT samp ) ; u min ≤ u (k) ≤ u max ; k ∈ N 

+ } . 
The key idea is to start from an initial approximation u 0 of the optimal input and follow 

the direction of the negative gradient of the cost criterion J : 

u l+1 = u l − αl 
∂J 

∂u 

, (4) 

where l specifies the iteration number and αl defines the step length for the gradient search 

[23] . 
To compute the gradient of J , define first the Hamiltonian H as follows: 

H = λT f (x, u) , (5) 

where f ( x , u ) refers to model of the process dynamics and λ is the adjoint state vector having 

the following dynamics: 

dλ

dt 
= −∂H 

∂x 
(6) 

with terminal condition 

λ(T F ) = − dF 

dx 

∣∣∣∣
t= T F 

. (7) 

Defined in the above way, Hamiltonian Eqs. (5) –(7) both incorporate the information about 
the criterion J and capture the dynamics of the controlled system. In particular, using the 
Hamiltonian Eqs. (5) –(7) , the gradient of J can be computed as follows: 

∂J 

∂u 

= 

∂H 

∂u 

. (8) 

As a consequence, the iterative search (4) can be performed as follows: 

u l+1 = u l − α
∂H 

∂u 

(9) 

where Eqs. (5) –(9) are to be used at each step. After each search step, the calculated profile 
u l+1 is projected on U T samp . The iterative procedure is repeated until |J (u i+1 ) − J (u i ) | < ε

for some suitably selected ε > 0. 
More precisely, each iteration l is executed as follows: at first, the input profile u l is used to 

obtain the state x profiles by integrating the equation ˙ x = f (x, u) with state initial condition 

x 0 over time interval [0, T F ]. Then, the terminal condition (7) for the adjoint state vector 
is obtained by evaluating −d F/ d x at t = T F . This terminal condition λ( T F ) is used together 
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with input u l and state profiles x to integrate Eq. (6) backward in time. After that, all the 
adjoint state vector λ, state vector x and input u l are exploited to evaluate the gradient of the 
Hamiltonian ∂ H/∂ u which is then used to update the input profile from u l to u l+1 according 

to Eq. (9) and after the projection on U T samp , the new iteration (l + 1) starts. Considering the 
sampling period T samp , the resulting optimal input is then represented as a vector of optimal 
input samples, u = { u (k) | k = 1 , 2, . . . , P } , where k corresponds to the sampling instant and 

T F = P × T samp . More details can be found in [23,24] . 
This approach suffers from a severe drawback—in case that the sampling period decreases, 

the complexity of the optimization grows. In the previous work [25] , an alternative consisting 

in re-parametrization of the input profile was proposed to overcome this issue. However, the re- 
parametrization was not performed in a systematic way. In the current paper, the methodology 

to derive the input profile re-parametrization is studied in detail and a formalized approach 

is presented. 
The computations described by Eqs. (5) –(9) are applicable only if the state initial condition 

x 0 is given and there is no straightforward way how to adapt the iterative schemes Eqs. (5) –(9) 
when x 0 is free. Note that with the free state initial condition, even the determination of the 
extremals using the Pontryagin’s maximum principle turns into a difficult two-point boundary 

problem [26] which needs to be solved for both the states and the adjoint states. 
Therefore, another purpose of this paper is to propose an alternative way how to treat free 

process initial condition—this will be described as a part of complex algorithm given in the 
sequel. 

3. Three-stage optimization procedure 

As already mentioned, this paper presents an algorithm incorporating both the optimal 
selection of the process initial conditions and manipulated variables and lowering complex- 
ity/computational demands caused by dense sampling by introducing the input profile re- 
parametrization. This algorithm is given by the following three-stage procedure: 

Algorithm 1 Joint input profile and initial conditions optimization (JIPICO) . 
Inputs : cost criterion J , set of input constraints, dynamics of the controlled process ˙ x = 

f (x, u) , length of the optimization horizon T F , initial approximation of state initial conditions 
x 0,0 , initial approximation of input profile u 0 , suboptimality threshold �J . 

Outputs : vector x ∗0 of optimal state initial conditions and vector P 

∗ of optimal input profile 
parameters. 

I. Consider the state initial conditions to be fixed, x(0) = x 0, 0 , find the optimal input 
profile u 

∗(t ) minimizing the given optimization criterion on U T samp . 
II. To reduce the complexity of the input profile, find a set of parametric basis func- 

tions F (t, P A ) , t ∈ [0, T F ], vector of parameters P = [ P 

T 
T , P 

T 
S , P 

T 
A ] 

T , P ∈ R 

N T + N S + N A , 

N T , N S , N A ∈ Z 

+ 

0 , and the mapping � : R 

N T + N S + N A → U , 

�(P) := u(P)(t ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

u 1 = 

∑ 

q p S , 1 ,q F (t, P A ) 0 ≤ t < p T, 1 , 

u 2 = 

∑ 

q p S , 2,q F (t, P A ) p T, 1 ≤ t < p T, 2 , 

. . . 
. . . 

u N T = 

∑ 

q p S ,N T ,q F (t, P A ) p T,N T −1 ≤ t ≤ p T,N T = T F , 
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p T ,1 , p T ,2 , . . . , p T ,N T ∈ P T , p S ,1, q , p S ,2, q , . . . , p S,N T ,q ∈ P S , such that for the given subop- 
timality threshold �J ∈ R 

+ 

0 , the performance deterioration condition 

J (u( P 

∗
)(t )) − J ( u 

∗(t )) ≤ �J 

is satisfied. 
III. Minimize function J (P, x 0 ) of N T + N S + N A + n real variables defined as follows: 

J (P, x 0 ) = J ◦ � : R 

N T + N S + N A + n → R . 

Note that the first two stages of the JIPICO algorithm are to be performed off-line before 
the production process starts. The third stage is performed on-line every time a measurement 
of the current system variables arrives in order to introduce necessary measurement feedback 

and enable disturbance rejection. The parameters that are irrelevant with respect to the time 
moment of the arrival of the new measurements are omitted. Let us also remark that no 

assumptions on frequency or regularity of the measurements are considered which makes the 
procedure more robust against irregular or non-coherent measurements. 

The particular stages of the JIPICO algorithm are described in more detail in the following 

text. 

3.1. JIPICO stage I 

During the JIPICO stage I, the optimization problem is treated as a fixed initial state, fixed 

time interval and free terminal state optimal control problem. The state initial conditions x 0 
are chosen such that they satisfy the initial condition constraints x 0,min ≤x 0 ≤x 0,max . As the 
candidate for the optimization routine, sampled Hamiltonian-based projected gradient method 

described in detail in Section 2.2 belonging to the optimal control methods family [23] has 
been chosen. More details on this method can be found in [22,24,27] and references therein. 
For possible alternatives, see [28–30] . 

Summarizing, the JIPICO stage I takes the entry data x 0,0 , u 0 , T samp > 0 and produces u 

∗

being T samp -sampled optimal input function. Rather than decrease T samp , the next JIPICO stage 
is more convenient. 

3.2. JIPICO stage II 

The systematic and rigorous input profile re-parametrization—the purpose of the JIPICO 

stage II—provided in the sequel is one of the main contributions and was motivated by the 
successful first attempt in this direction in [25] . 

The coherently sampled input sequence u = { u (k) | k = 1 , 2, . . . , P } , P = T F /T samp ob- 
tained by JIPICO stage I will be re-parametrized and represented as follows: 

u(P, F , t ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

u 1 = 

∑ s 1 
q=1 p S , 1 ,q f 1 ,q 0 ≤ t < p T, 1 , 

u 2 = 

∑ s 2 
q=1 p S , 2,q f 2,q p T, 1 ≤ t < p T, 2 , 

. . . 
. . . 

u N T = 

∑ s N T 
q=1 p S ,N T ,q f N T ,q p T,N T −1 ≤ t ≤ p T,N T = T F . 

(10) 

To specify the ingredients of Eq. (10) , the following definitions are given. 
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Definition 2. Time stamps p T, 1 , p T, 2 , . . . , p T,N T ∈ R 

+ define particular time subintervals on 

which piece-wise continuous parts of u(P, F , t ) are defined. These subintervals are denoted 

by i ∈ { 1 , 2, . . . , N T } . Collection of all time stamps P T 

is then defined as P T = { p T,i | i = 

1 , 2, . . . , N T ; 0 < p T, 1 < p T, 2 < · · · < p T,N T = T F } . 
Definition 3. Simple parameters p S , 1 , p S , 2 , . . . ∈ R are coefficients of linear combina- 
tions of basis functions that define the piece-wise continuous parts u 1 , u 2 , . . . , u N T of 
u(P, F , t ) . Collection of all simple parameters P S is then defined as P S = { p S ,i,q | u i = ∑ s i 

q=1 p S ,i,q f i,q , i = 1 , 2, . . . , N T } . 
Definition 4. Simple basis function f r S is r -th power of continuous time t , f r S (t ) = t r . Set of 
all simple functions F S is then defined as F S = { t r | r ∈ Z } . 
Definition 5. Advanced basis function f A 

is a function of both continuous time t and param- 
eters, f A 

= f A 

(· , t ) . Set of advanced functions F A 

is then defined as F A 

= { f A 

(· , t ) } . 
Typical examples of advanced basis functions are goniometric functions, hyperbolic func- 

tions or sigmoid function. 

Definition 6. Advanced parameters p A ∈ R are parameters included in advanced basis func- 
tions. For each advanced parameter p A 

there exists advanced function f A 

such that f A 

= 

f A 

(p A 

, · , t ) . Collection of advanced parameters P A 

is then defined as P A 

= { p A,i,q,m 

| f i,q = 

f A,i,q (p A,i,q,m 

, ·, t ) ; f A,i,q ∈ F A 

; m ∈ N 

+ } . 
Remark 1. Sets of simple and advanced basis functions are mutually disjoint, F S 

⋂ 

F A 

= ∅ . 
Family of sets P T 

, P S and P A 

is mutually disjoint. 

Definition 7. Set of all basis functions F is defined as F = F S 
⋃ 

F A 

. 

Definition 8. Collection of all used parameters P is defined as P = P T 
⋃ 

P S 
⋃ 

P A 

. 

Now the re-parametrization problem can be formulated as an optimization problem. 
Re-parametrization optimization problem. Fix an admissible performance degradation thresh- 
old �J ≥ 0. Then, the choice of the proper parametrization can be expressed as the following 

optimization task: 

min N P 

subject to : J (u(P, F , t )) ≤ J ( u ) + �J 

constraints (2) 

�J ≥ 0 

u = { u (k) | k = 1 , 2, . . . , P } 
P = P T 

⋃ 

P S 

⋃ 

P A 

; | P| = N P 

P T = { p T,i | i = 1 , 2, . . . , N T ; 0 < p T, 1 < p T, 2 < · · · < p T,N T = T F } 

P S = 

⎧ ⎨ 

⎩ 

p S ,i,q | u i = 

s i ∑ 

q=1 

p S ,i,q f i,q ; f i,q ∈ F 

⎫ ⎬ 

⎭ 

P A 

= { p A,i,q,m 

| f i,q = f A,i,q (p A,i,q,m 

, t ) ; f A,i,q ∈ F A 

} 
F = F S 

⋃ 

F A 
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F S = { f r S (t ) = t r | r ∈ Z } 
F A 

= { f A 

( P A 

, t ) } . (11) 

In other words, given the set of basis functions F (user-defined entry of the algorithm) and the 
vector of optimized input samples u (obtained at first stage of the algorithm, see Section 3.1 ), 
we are looking for the smallest set of parameters P of cardinality N P such that the degradation 

of the performance index J is not higher than �J while the original constraints given by 

Eq. (2) are satisfied. Here, �J is a user-defined tuning parameter and can be chosen either 
absolutely or relatively with respect to J ( u ) . 

Theorem 1. Given the initial estimate u and the corresponding cost criterion value J ( u ) , 

the optimization problem (11) has always a feasible solution N P ≤2 P for any �J ≥ 0. 

Proof. Let us start with the most strict condition, �J = 0. In such case, the initial estimate 
u can be directly used to derive the parametrization with the following sets: 

P T = { k T samp | k = 1 , 2, . . . , P } 
P S = { u (k) | k = 1 , 2, . . . , P } 
P A 

= ∅ 

F S = { t 0 } 
F A 

= ∅ . 

With this parametrization, J (u(P, F , t )) − J ( u ) = 0 which satisfies the condition for max- 
imal allowed perturbation of the cost criterion. Moreover, N P = | P| = | P T 

⋃ 

P S 
⋃ 

P A 

| = 

| P T | + | P S | + | P A 

| = 2P . This solution is valid and feasible also for any �J > 0. This com- 
pletes the proof. �

Remark 2. Theorem 1 and its proof provide a solution that ensures the feasibility of task (11) . 
Moreover, they provide also the upper estimate for the cardinality of the set of parameters 
P and a criterion according to which the “meaningfulness” of any parametrization can be 
evaluated. Assumption of the most strict condition �J = 0 results in N P = 2P and therefore, 
parametrizations with more than 2 P parameters are ineffective with respect to the optimization 

task (11) . 

To find a parametrization satisfying the constraints given by Eq. (11) and being more 
effective in the sense of cardinality of the set of used parameters, the following procedure is 
proposed. 

Algorithm 2 (Simple parameter exclusion) . Exclusion of simple parameter p S, i , q from the set 
P is equivalent to setting p S, i , q equal to zero. The rest of parameters is updated to P such 

that ‖ u( P , F , t ) − u(P, F , t ) ‖ 2 is minimized and input constraints (2) are satisfied. Then, the 
updated profile u( P , F , t ) is equivalent to u({ . . . , p S ,i,q−1 , 0, p S ,i,q+1 , . . . } , F , t ) . 

Algorithm 3 (Advanced parameter exclusion) . Exclusion of advanced parameter p A, i , q , m 

from 

the set P is equivalent to setting p A, i , q , m 

equal to zero. The rest of parameters is updated to P 

such that ‖ u( P , F , t ) − u(P, F , t ) ‖ 2 is minimized and input constraints (2) are satisfied. Then, 
the updated profile u( P , F , t ) is equivalent to u({ . . . , p A,i,q,m−1 , 0, p A,i,q,m+1 , . . . } ,F , t ) . 
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Table 1 
Influence I of the parameters. 

Parameter T 1 T 2 a b c d e f g h i 

Influence I (−) 8 – 1 1 1 3 3 1 3 3 1 

Algorithm 4 (Time stamp exclusion) . If time stamp p T, i is excluded from the set P , the input 
profile u(P\{ p T,i } , F , t ) changes into: 

u(P\{ p T,i } , F , t ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

u 1 0 ≤ t < p T, 1 , 
. . . 

. . . 
u i−1 p T,i−2 ≤ t < p T,i−1 , 

ˆ u i p T,i−1 ≤ t < p T,i+1 , 

u i+2 p T,i+1 ≤ t < p T,i+2 , 
. . . 

. . . 
u N T p T,N T −1 ≤ t ≤ p T,N T = T F . 

(12) 

Parameters of ˆ u i are updated such that ‖ ̂  u i − u i: i+1 ‖ 2 is minimized and input constraints 
(2) are satisfied. Here u i: i+1 corresponds to unification of i -th and (i + 1) -st subfunctions of 
the original input profile u(P, F , t ) , 

u i: i+1 = 

{
u i p T,i−1 ≤ t < p T,i , 

u i+1 p T,i ≤ t < p T,i+1 . 

Remark 3. In order to have input profile u(P, F , t ) well-defined, time stamp p T,N T can not 
be eliminated. 

In order to quantify the effect of excluding certain parameter p i from the original set P , 
its influence is defined as follows. 

Definition 9. Influence I(p i ) ∈ N of the parameter p i ∈ P is the effective decrease of the 
cardinality of the set P caused by excluding the i -th parameter p i from the set P , 

I(p i ) = | P| − | P\{ p i }| . 
Example 1. Let us consider a function parametrized as follows: 

u = 

{
u 1 = a + bt 0 ≤ t < T 1 , 
u 2 = c + d cos (et + f ) + g tanh (ht + i) T 1 ≤ t ≤ T 2 = T F . 

(13) 

Based on the parametrization, the used basis functions are F S = { t 0 , t 1 } , F A 

= { cos (·) , tanh (·) } 
and the sets of parameters are P T = { T 1 , T 2 } , P S = { a, b, c, d, g} and P A 

= { e, f , h, i} . Table 1 

provides the influence I of the used parameters. 
The fact that the influence I(T 2 ) for the time stamp T 2 is missing results directly from 

Remark 3 . Moreover, from Algorithm 4 it straightforwardly follows that the time stamp T 1 is 
the most influential parameter. Furthermore, I(e ) = 3 and I(h) = 3 result from the fact that 
if one of the parameters { e , h } is eliminated, the corresponding advanced functions (cos ( · ) or 
tanh ( · )) turns into a constant. However, the constant function is already included (parameter 
c ) and therefore, the particular advanced function does not effectively add any new degree of 
freedom and thus it can be absolutely eliminated. 
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Remark 4. Example 1 shows that the least influential parameters are usually the advanced 

parameters and simple parameters multiplying simple functions—if one of them is eliminated, 
the number of parameters is reduced usually only by one. Simple parameters corresponding 

to advanced functions are moderately influential—their influence I is equal to 1 + number 
of the advanced parameters included in the particular advanced function. Last of all, time 
stamps are usually the most influential group of parameters. Their elimination is equivalent 
to elimination of the whole following time subinterval and as a result, the effective number 
of the remaining parameters is decreased by 1 + number of the simple parameters + number 
of the advanced parameters related to the following time subinterval. 

Exploiting the influence I, the procedure solving the task (11) can be proposed. First of 
all, initial guesses of the sets P init and F init shall be obtained. 

Assumption 1. For the initial parametrization { P init , F init } , the following holds: 

J (u(P init , F init , t )) = J ( u ) , 

| P init | ≥ C P , 

| F init | ≥ C F 

, 

where C P �2 P and C F 

are sufficiently large positive scalars. 

Assumption 1 introduces an initial estimate that is obviously ineffective, on the other hand, 
it offers a broad space for reduction of the number of parameters. Suitable initial parametriza- 
tion can be obtained using nonparametric identification techniques [31] and extending the re- 
sult with suitable basis functions. Then, the performance deterioration caused by its exclusion 

from the original parameter set is calculated for each of the parameters p i . 

Definition 10. Performance deterioration 

˜ J (p i ) is the increase of criterion J that is caused 

by exclusion of p i from P , ˜ J (p i ) = J (u(P\{ p i } , F , t )) − J ( u ) . 

Based on the introduced performance deterioration, the parameters are divided into two 

sets—the expendable parameters and indispensable parameters. 

Definition 11. Expendable parameter is such parameter p i that ˜ J (p i ) ≤ �J . Set of all ex- 
pendable parameters is then P E = { p i | ˜ J (p i ) ≤ �J } . 
Definition 12. Indispensable parameter is such parameter p i that ˜ J (p i ) > �J . Set of all 
indispensable parameters is then P I = { p i | ˜ J (p i ) > �J } . 
Corollary 1. Given �J ≥ 0, indispensable parameters P I can be directly omitted from the 
parameters reduction (11) . Therefore, only the expendable parameters P E can be reduced by 
task (11) . 

Based on this, it can be seen that the parameters P O 

that can be excluded from the original 
parameters set P init such that ˜ J (P O 

) ≤ �J form a subset of expendable parameters, P O 

⊂P E . 
Now, let us formulate an optimization task complementary to the task (11) : 

find P O 

= 

{ 

p i ∈ P E | arg max 

( | P O | ∑ 

i=1 

I(p i ) 

) 

; | P O 

| ≥ | P init | − 2P; ˜ J (P O 

) ≤ �J 

} 

. (14) 

The set P O 

being the solution of the optimization task (14) can be found using combinato- 
rial optimization techniques [32–34] . Furthermore, it can be seen that tasks (11) and (14) are 
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complementary to each other. Therefore, having obtained the solution of the task (14) P O 

, 
the solution P of task (11) is P = P init \ P O 

with cardinality N P = | P | = | P init | − | P O 

| ≤ 2P . 
Regarding the method used to solve the re-parametrization task in this paper, a genetic 

algorithm implemented by the authors was used to provide the solution, however, any of a 
fair variety of the available MIP solvers [35–38] can be exploited as an alternative. 

3.3. JIPICO stage III 

Having succesfully performed the parametrization, set of parameters P is obtained. This 
set is extended with the vector of n optimizable state initial conditions to form the initial 
set of optimizable parameters, P 0 = P 

⋃ 

x 0, 0 . The optimization of these parameters is then 

performed iteratively as follows: 
First, at every iteration l of the third-stage optimization, each of the optimizable parameters 

p m 

∈ P, m ∈ { 1 , 2, . . . , N P 

= |P|} , is perturbed while the other parameters are kept fixed at 
their values from the previous iteration, 

˜ P m,l = [ p 1 ,l−1 , p 2,l−1 , . . . , p m−1 ,l−1 , ̃  p m 

, p m+1 ,l−1 , . . . , p N P ,l−1 ] 
T . (15) 

The range of the perturbation might be chosen with respect to different criteria such as 
physical and/or technical limits of the particular parameters, etc. Additive perturbations in the 
following form are considered: 

˜ p m 

= p m,l−1 + �p m . 

Here, �p m refers to a set of perturbations of the m -th optimizable parameter. It should be 
remarked that �p m might differ for each parameter p m 

, however, the most straightforward 

way is to choose 

�p m ∈ PS 

m × LPS 

m 

where PS 

m is a set of (both negative and positive) multiples and LPS 

m stands for the elemen- 
tary (least) perturbation step of the m -th parameter. PS 

m might vary from iteration to iteration 

since only those perturbations that do not violate constraints (2) are admitted and the sets PS 

m 

are accordingly updated. LPS 

m can be considered as tuning parameter. It should be realized 

that due to perturbation by sets of perturbations { �p m } , { ˜ P m,l } is not just a single set but a 
set of perturbed parameter sets . 

Exploiting { ˜ P m,l } , the sets of cost criterion values {J ˜ m 

} corresponding to the perturbed set 
of each optimizable parameter can be obtained, namely 

{J ˜ m 

} = J ( ˜ P m,l ) . (16) 

Having gathered the sets of the perturbed cost criterion values for all optimized parameters, 
spline interpolation [39] of each of these sets J ˜ m 

is performed. After the interpolation, N P 

= 

|P| splines S 1 , S 2 , . . . , S N P are at disposal and the spline approximation of the optimization 

criterion is expressed as a function of the particular optimization parameter perturbation, 

S m 

≈ J (�p m ) . (17) 

Here, the piece-wise polynomial character of the splines can be exploited—this feature enables 
to find the minimum of each spline analytically. Finally, parameter perturbation values 

d m 

= arg min S m 

(18) 
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corresponding to the minima of the interpolated splines are lined up to form the optimization 

direction 

D = [ d 1 , d 2 , . . . , d N P ] (19) 

which is then used to move along in the N P 

-dimensional optimization parameter space, 

P l = P l−1 + D. (20) 

To prevent confusion, let us note that P l stands for the whole set of N P 

optimized parameters 
at l -th iteration of the procedure. 

In order to satisfy the constraints imposed on the input profile and initial states, the fol- 
lowing postprocessing is performed. Each parameter p m 

is at every iteration l projected on 

the corresponding admissible interval [ p m,l , p m,l ] , 

p m,l = 

⎧ ⎨ 

⎩ 

p m,l p m,l ≤ p m,l , 

p m,l p m,l ∈ [ p m,l , p m,l ] , 
p m,l p m,l ≥ p m,l . 

Let us note that while handling of the constraints for the state initial conditions is straightfor- 
ward, the constraints for the input profile parameters need to be extracted from the original 
input profile constraints such that u min ≤ u(P, F , t ) ≤ u max is satisfied. Furthermore, each op- 
timizable state initial condition p init ∈ {P\ P} that is expected to be set with finite resolution 

is then projected on the nearest integer multiple of its admissible resolution R , 

p init = arg min (‖ p init − q R‖ ) , q ∈ Z . 

The above-described procedure is performed until the chosen convergence criterion is 
satisfied. After convergence, the set of optimal input profile parameters corresponding to 

parametrization (10) and the set of optimal state initial conditions are obtained. 

3.4. Summary 

The whole procedure is illustrated by its flow chart diagram in Fig. 1 . At the very begin- 
ning, the JIPICO algorithm is provided with the estimates of the state initial conditions and 

input profile (the algorithm entries). During the off-line stage I, the gradient search for the op- 
timal input profile is performed starting from the provided estimate while the given estimates 
of the state initial conditions are considered. Let us note this is the only time the input profile 
optimization is carried out in a sampled-data fashion. Stage II (also performed off-line) leaves 
the state initial conditions intact and re-parametrizes the input profile such that the parameters 
set is reduced and the user-defined suboptimality threshold �J is satisfied. Stage III starts 
with the original state initial conditions and the parameters of the re-parametrized input profile 
and performs the gradient optimization as described in Section 3.3 . After the convergence, 
the optimal state initial conditions and input profile parameters being the algorithm outputs 
are obtained. 

3.5. Practical implementation remarks 

Let us note that although the state initial conditions optimization might not be realizable 
in some applications, the algorithm can still be used. The input profile parametrization offers 
more flexibility for the optimization and as the number of the optimized parameters is usually 
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Fig. 1. JIPICO algorithm. 

significantly reduced compared to the T samp -sampled input profile, the proposed algorithm can 

offer an attractive alternative to the currently used optimization approaches. 
In real-life applications, robustness of the optimal control is usually ensured by employing 

the receding horizon principle where the control moves are re-calculated based on the currently 

available measurements. Following this paradigm, the on-line JIPICO stage III can be repeated 

each time the new measurements arrive. Nevertheless, in the process industry and in the 
bioengineering area in particular, the states are very rarely measured at exact specific times 
with fixed sampling period. Being partly motivated by this practical phenomenon, the JIPICO 

algorithm makes no assumptions on frequency or regularity of the measurements. This is 
achieved thanks to the fact that the re-parametrization (stage II) brings the input profile from 
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“discrete time/sampled world” into “continuous time world”. As a result, only the preliminary 

off-line stage I optimizes in the sampled-data fashion while the optimized input profile is 
considered to be a function of continuous time at the on-line stage III. Here, the improved 

robustness compared to the sampled-data optimal control can be gained—as long as the 
optimal profile is considered to be a function of continuous time, it is not necessary to 

extrapolate the measurement values for t = k × T samp to obtain the state values at the multiples 
of the sampling period and the re-calculation of the optimal input profile might be performed at 
any time the new measurement is available. Although not crucial for tiny sampling periods and 

frequently performed measurements, the severity of this issue increases for larger sampling 

periods and non-coherent measurements where the extrapolation errors grows. This holds 
especially in case of unknown/neglected system dynamics, uncertain system parameters, etc. 

4. Case study: penicillin optimization 

In this section, a specific case of penicillin optimization is introduced and the performance 
of the proposed algorithm is demonstrated. 

4.1. Model of the controlled system 

For the purposes of this work, the process of penicillin cultivation is considered. This cul- 
tivation is carried out in the fed-batch mode, which means that no significant cultivation broth 

withdrawal is allowed except of the measurement samples and the feed supply of nutritive 
elements is provided according to the needs of the micro-organisms and therefore, the pro- 
cess might be operated at specific rates close to their optimal values [40] . The basic dynamic 
behavior of this system can be described in terms of differential equations as follows: 

˙ x 1 = u − K vap x 1 , 

˙ x 2 = ( μ − K D 

) x 2 −
(

u 

x 1 
− K vap 

)
x 2 , 

˙ x 3 = −
(

μ

Y X/ S 
+ 

π

Y P/ S 

)
x 2 + 

C S , in u 

x 1 
−

(
u 

x 1 
− K vap 

)
x 3 , 

˙ x 4 = πx 2 − K H 

x 4 −
(

u 

x 1 
− K vap 

)
x 4 . (21) 

Here, states x = [ x 1 , x 2 , x 3 , x 4 ] T correspond to volume (l), biomass concentration ( g l −1 ) , 

essential nutrient (glucose) concentration ( g l −1 ) and penicillin concentration ( g l −1 ) while 
input u ( l h 

−1 ) represents the feed-flow rate. 
Biomass (its concentration is represented by the second state variable x 2 ) can be regarded 

as the “driving engine” of the cultivation—it consumes essential nutrient (whose concentra- 
tion corresponds to the third state variable x 3 ) and thanks to this “fuel”, it ensures its own 

reproduction at growth rate μ and creates the penicillin (whose concentration is represented 

by x 4 ) at specific production rate π . Penicillin cultivation is a typical secondary metabolism 

example with the Contois formula describing μ and Haldane kinetics modeling π . In this case, 
μ considers a saturation of growth with respect to the substrate and a growth decrease related 

to the cells accumulation while π is activated by law substrate level, reaches its maximum 

at a precise level and is inhibited by the substrate itself beyond this level. Mathematically, μ
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Fig. 2. Growth and production rate profiles. 

Table 2 
Model parameters. 

Parameter Value Parameter Value 

μmax (h −1 ) 0.11 Y P/S (−) 1.2 
πmax (h −1 ) 0.004 C S,in ( g l −1 ) 500 
K P ( g l −1 ) 0.1 K vap (h −1 ) 6 . 23 × 10 −4 

Y X/S (−) 0.47 K I ( g l −1 ) 0.1 
K D (h −1 ) 0.0136 K X (−) 0.06 
K H (h −1 ) 0.01 

and π are expressed as follows: 

μ = μmax 
x 3 

K X 

x 2 +x 3 
, 

π = πmax 
x 3 

K P + x 3 + x 2 3 /K I 
. (22) 

Graphical representation of both formulas is given in Fig. 2 . 
The biomass mortality is expressed by the constant death rate K D 

at which the amount 
of biomass decreases. Usual way of complementing the consumed nutrient is pouring the 
feed with nutrient concentration C S,in into the tank while the feed flow rate u is then the 
manipulated variable of this control task. Every control action increases the volume level 
x 1 which naturally decreases due to the vaporization described by the specific vaporization 

constant K vap . Moreover, penicillin hydrolysis caused by the fact that the penicillin is not 
stable in the liquid environment is modeled by its hydrolysis rate K H 

. Model (21) is further 
exploited as both the optimization model and the simulation test-bed for the results evaluation. 

Values of the system parameters can be found in Table 2 . Interested readers looking for a 
more detailed description are referred to [12,22] . 
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Table 3 
Optimization constraints. 

Parameter Value 

x 0,min ([l, g l −1 , g l −1 ] T ) [4, 0.05, 0.05] T 

x 0,max ([l, g l −1 , g l −1 ] T ) [14, 10, 20] T 

LPS 1 (l) 0.01 
LPS 2 ( g l −1 ) 0.05 
LPS 3 ( g l −1 ) 0.05 
u min ( l h −1 ) 0 
u max ( l h −1 ) 0.05 

4.2. Optimization task 

Usual control goal for penicillin production is to obtain a highly concentrated product at 
the end of the cultivation [12,41] . This corresponds to maximization of the terminal penicillin 

concentration, which is mathematically expressed by the following minimization criterion: 

J = −x 4 (T F ) , (23) 

where T F is the cultivation period. Moreover, the solution must satisfy the following con- 
straints: 

˙ x = f (x , u) , x (0) = x 0 , 

x 0, min ≤ x { 1 , 2, 3 } 
0 ≤ x 0, max , 

x 0 ∈ { [ p × LPS 1 , r × LPS 2 , s × LPS 3 , 0] T | p, r, s ∈ N 

0 } , 
u min ≤ u ≤ u max . (24) 

All constraint values are provided in Table 3 . Moreover, it can be shown that the following 

holds for every state variable x i : 

x i (t ) = 0 ∧ u(t ) ≥ 0 �⇒ 

dx i 
dt 

≥ 0. 

Thus, the nonnegativity of the state variables requested by the physical meaningfulness 
of the resulting system is satisfied by the input/initial state constraints and the mathematical 
model itself and there is no further need to pay attention to it. 

4.3. Results 

To demonstrate the effectiveness of the results obtained by the JIPICO algorithm, nom- 
inal cultivation period T F = 400 h was chosen. The settings used for JIPICO stage I are 
listed in Table 4 . Sampled Hamiltonian-based projected gradient method was used to obtain 

T samp -sampled optimized input profile u which served as the starting point for JIPICO stage 
II. Besides the input profile from the previous stage, a set of basis functions F = F S 

⋃ 

F A 

needs to be provided to solve the re-parametrization optimization problem (11) . The cho- 
sen functions F S and F A are presented in Table 4 . Here, 1 (t − ·) denotes the Heaviside step 

function. Regarding the performance degradation threshold, relative performance degradation 

| �J | / |J ( u ) | = 1% was chosen. Although such choice might seem too conservative and re- 
strictive, it should be realized that the higher the allowed deterioration is, the more parameters 
are eliminated and the less parameters are available for optimization in the JIPICO stage III. 
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Table 4 
JIPICO algorithm: settings. 

JIPICO stage Parameter Value 

I x 0,0 ([l, g l −1 , g l −1 , g l −1 ] T ) [7, 1.5, 6, 0] T 

T samp (h) 4 
T F (h) 400 
P (−) T F /T samp = 100
u 0 0 P ×1 

II F S { t 0 , t 1 , t 2 , t 3 } 
F A { 1 (t − ·) } 
| �J | / |J ( u ) | 1% 

Table 5 
Influence I(p i ) and relative performance deterioration | ˜ J (p i ) | / |J ( u ) | . 
Parameter P T P S P A 

T 1 T 2 a c d b 

| ˜ J (p i ) | / |J ( u ) | (%) 30.9 – 25.7 1.7 3.6 25.7 
I(p i ) (−) 3 – 2 1 1 1 

To illustrate the performance of the JIPICO algorithm and its particular stages, let us refer 
to Fig. 1 . During the stage I, the zero-valued optimal input profile estimate is processed and a 
T samp -sampled input profile with a length of P = 100 samples is obtained. The total cardinality 

of the set of optimizable parameters obtained after the JIPICO stage I is 2 P ; P time stamps 
and P constant input values. During the stage II, the re-parametrization optimization problem 

(11) is solved with respect to the chosen set of basis functions F , input profile constraints 
u min , u max , and the relative performance degradation | �J | / |J ( u ) | . After convergence of the 
JIPICO stage II, the re-parametrized input profile is expressed as: 

u = 

{ 

u 1 = a 1 (t − b) 0 ≤ t < T 1 , 

u 2 = c t + d T 1 ≤ t ≤ T 2 = T F , 
(25) 

with the following sets of optimizable parameters: P T = { T 1 , T 2 } , P S = { a, c, d} , P A 

= b. The 
cardinality of the set of all input profile parameters is then N P = | P| = | P T 

⋃ 

P S 
⋃ 

P A 

| = 6 ≤
2P . To prove that none of the parameters p i ∈ P obtained at the end of JIPICO stage II belongs 
to the set of expendable parameters P E , relative performance deterioration | ˜ J (p i ) | / |J ( u ) | 
caused by exclusion of p i from P is presented in Table 5 . To complete the overview, influence 
I(p i ) of all parameters is also provided. It can be seen that elimination of any of the con- 
sidered input profile parameters would lead to the relative deterioration of the performance 
criterion higher than the allowed threshold. 

After the re-parametrization, the set of input profile parameters P is joined together with 

the set of optimizable state initial conditions and the JIPICO stage III is performed. After 
convergence, the optimal input profile parameter values (marked with asterisks in Fig. 1 ) and 

the optimal state initial conditions are provided as the JIPICO algorithm outputs. 
In order to finalize the evaluation of the JIPICO algorithm, Fig. 3 shows the penicillin 

concentration profiles obtained for various optimization scenarios. Here, HGO stands for 
Hamiltonian-based gradient optimization (equivalent to stage I optimization), ICO means 
initial condition optimization and IPRO represents input profile re-parametrization and op- 
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Fig. 3. Penicillin concentration profiles ( —HGO, —ICO, —IPRO, —JIPICO). 

Table 6 
Optimization strategies (details and comparison). 

Strategy Optimization of x 0 Re-parametrization x 4 | T F (g l −1 ) 
and optimization of u 

HGO 3.6 
IPRO 3.7 
ICO 4.6 
JIPICO 5.8 

timization. The last two mentioned exploit the input profile provided by the HGO method 

and, moreover, they perform one of two additional optimizations. More details about the par- 
ticular optimization approach can be found in Table 6 . In Fig. 3 , the markers show the value 
of penicillin concentration at the end of cultivation These values are also listed in Table 6 . 

From both Fig. 3 and Table 6 , it can be observed that while incorporation of any of the 
“extra” optimizations (either optimization of the state initial conditions or re-parametrization 

and subsequent optimization of the input profile) improves the value of the penicillin con- 
centration at the end of the cultivation, it is none of them but the ultimate joint optimization 

performed by JIPICO that makes the most significant difference. The gain of more than 60% 

is much higher than simple addition of the partial improvements of about 3% (IPRO) and 

28% (ICO), respectively, and this clearly demonstrates the meaningfulness and importance of 
the joint optimization. 

For better illustration, x 2 and x 3 profiles are presented in Fig. 4 together with the time 
profiles of the production rate π and πx 2 which determines the effective rate of increase of 
the penicillin concentration in the broth. 

Although only insignificant amount of penicillin is produced during the first 200–300 h 

(see Fig. 3 ), this earlier period is crucial for the terminal penicillin concentration due to the 
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Table 7 
HGO vs. JIPICO. 

Strategy Evaluator T F (h) 

100 160 220 280 340 400 460 520 580 

HGO x 4 | T F (g l −1 ) 2.24 3.14 3.47 3.50 3.56 3.62 3.70 3.80 3.90 
N P (–) 25 40 55 70 85 100 115 130 145 

JIPICO x 4 | T F (g l −1 ) 3.30 4.93 5.08 5.34 5.58 5.80 6.01 6.21 6.39 
N P (–) 5 5 6 6 6 6 6 6 6 

ongoing biomass growth (see the first subfigure of Fig. 4 ). This period corresponds to the 
growth phase while the latter one represents the production phase (let us remind that the 
penicillin cultivation is a secondary metabolism example with distinct growth and production 

phase). Recalling the model (21) , the first and the most significant term of the right-hand side 
of the ˙ x 4 -equation is a product of the production rate π and the biomass concentration x 2 ; 
this product is plotted in the last subfigure of Fig. 4 . Inspecting Figs. 3 and 4 , it can be seen 

that the newly proposed JIPICO algorithm ensures the highest biomass concentration which 

together with optimal π timing leads to sovereignly highest πx 2 value and yields the highest 
terminal penicillin concentration. 

To support the credibility of the previously presented evaluation, a wider range of the 
cultivation periods T F = { 100, 160, 220, 280, 340, 400, 460, 520, 580} was examined. For each 

T F ∈ T F , both the HGO and the JIPICO optimization were performed. As evaluators, the value 
of penicillin concentration at the end of cultivation x 4 | T F and N P were inspected. The achieved 

results are listed in Table 7 and graphically presented in Figs. 5 and 6 . 
As can be expected, the penicillin concentration obtained at the end of the cultivation period 

increases with prolonging of the cultivation period—this holds for both the HGO and JIPICO 

algorithm. It can also be seen that for all of the inspected cultivation periods T F ∈ T F , JIPICO 

algorithm provides significantly better terminal penicillin concentrations with improvement 
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Fig. 6. Relative terminal penicillin concentration with respect to the number of optimized parameters ( —HGO, 
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ranging from more than 46 up to almost 64%, which clearly validates the results obtained 

for T F = 400 h presented earlier. Furthermore, it can be deduced that JIPICO algorithm is 
more effective in optimizing the penicillin concentration since even for the second shortest 
cultivation period, T F = 160 h, it ensures much higher penicillin concentration than is reached 

with HGO algorithm for the longest inspected cultivation period, T F = 580 h. 
Fig. 6 provides a comparison of the “computational resource efficiency” of either of the 

examined approaches. Here, it should be realized that the number of input profile parameters 
N P corresponds to the memory demands required to store the solution of the optimization 

problem (1) and is also related to the computational complexity of the problem (1) . For the 
optimization of T samp -sampled input profile performed by HGO, this ratio is very low and 

keeps decreasing with increase of the cultivation period—this is caused by the fact that al- 
though the terminal penicillin concentration grows for longer cultivation period, its growth 

is relatively small and is outweighed by the need for more optimized parameters. On the 
other hand, the JIPICO algorithm requires much less optimized input profile parameters and 
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moreover, N P is kept constant for cultivation periods from 220 to 580 h, which in combina- 
tion with solid growth of terminal penicillin concentration results in “computational resource 
efficiency” that is much higher and fairly increasing toward longer cultivation periods. This 
comparison also shows that not only the HGO algorithm is outperformed in the terms of 
“computational effectiveness” by JIPICO being its counterpart, but the difference between the 
two algorithms gets even more considerable toward the higher cultivation periods. 

Based on the above presented evaluations, it can be concluded that the JIPICO algorithm 

provides substantial improvement in both the optimization criterion value and complexity of 
the optimized input profile. 

5. Conclusion 

In this paper, a novel three stage JIPICO algorithm reducing the complexity of the optimal 
input profile and performing joint optimization of the input profile parameters and state initial 
conditions was proposed and verified. 

The comparison with the optimization period T F = 400 h shows that the JIPICO algorithm 

outperforms all the co-evaluated control strategies. Moreover, the percentage increase of the 
terminal penicillin concentration introduced by the JIPICO algorithm (normalized with respect 
to the ordinary used HGO optimization algorithm) is much higher than increase brought by 

the two other strategies performing some kind of additional optimization (more than 60% 

increase vs. 3 and 28%, respectively). For a broader range of the inspected optimization 

periods, the improvement in the cost criterion of the JIPICO algorithm ranges from 46 up 

to nearly 64% compared with the baseline HGO algorithm. This improvement is achieved 

with much less input-profile parameters whose number is kept basically constant even with 

increase that cultivation/optimization period (5 or 6 parameters of the JIPICO profile vs. 25 

up to 145 parameters of the HGO profile). Based on the achieved results, the newly proposed 

JIPICO algorithm can be considered as a promising candidate for the optimization algorithm 

with use in the process control area. 
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Chapter 7

Conclusions

In this thesis, numerical aspects of optimal control design for nonlinear systems have been
tackled. The conducted research was inspired by real-life issues and questions accompa-
nying deployment of nonlinear model predictive controllers and could be divided into the
following parts (each of them addressed in a separate chapter): choice of optimization step
for underlying local optimization routine, choice of optimization horizon, effects of vari-
ous discontinuities and corresponding robustification of the controller against them and
comprehensive optimization of production processes.

7.1 Summary

The main contributions of the thesis can be summarized as follows:

• Size of the optimization step used by the local optimization routine has been studied.
Different variants of the search step size choice have been inspected with a special
emphasize on their influence on the convergence speed and the achieved value of
the optimization criterion. Several adaptive search step size expressions have been
provided—a formula exploiting approximation of the second difference of an optimal
control task Hamiltonian, a formula based on logarithm of the iteration-difference
of the cost criterion and a formula exploiting sigmoid function of the distance from
the imposed constraints. All of these expressions have been successfully validated on
various nonlinear programming task examples.

• Feedback introduction and the corresponding optimization horizon choice has been
investigated. To overcome disadvantages of the receding horizon principle, a control
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scheme employing shrinking horizon has been introduced and the performance of
these two approaches has been evaluated for an example task of penicillin production
maximization. Unlike the receding horizon principle which has been demonstrated
to lack robustness against decrease of number of optimizable input samples and,
in some cases, has paradoxically yielded better results for more restricted number
of allowed optimization routine iterations, the shrinking horizon version has been
almost immune against such limitations and also in nominal case has significantly
outperformed its commonly-used counterpart. Bridging these two, a hybrid approach
has been provided as well.

• Two algorithms considering the optimization horizon as a member of the optimizable
variables set have been presented. The first of them manipulates the horizon length
directly according to the numerical gradient and then adjusts the sampling period
trying to preserve equal duration of all input samples. The second one makes use
of an auxiliary input variable which enables to optimize time scaling of particular
input samples separately and, in turn, also the length of the whole optimization
horizon. As a test bed, maximization of time efficiency of penicillin production has
been chosen. It has been revealed that prolonging the batch duration by a factor
of 4.5 results in only 2.5-times higher yields. Efficiency evaluation performed with
a longer operational period has shown that the horizon-optimizing algorithms are
capable of providing 80 % higher efficiency compared with a traditional fixed-horizon
algorithm.

• Ways and means of reducing the computational and memory burden of a predictive
controller for a racing car exploiting an idea of adaptive prediction horizon have been
explored. Three mathematical rules calculating the length of adaptive prediction
horizon from the currently measured velocity have been proposed: one linear for-
mulation and two logarithmic formulations making use of the information about the
system dynamics and constraints. For the logarithmic expressions, certain guaran-
tees of maneuverability preservation and satisfaction of safety requirements—which
can be regarded as a measure of closed-loop system stability—have been derived.
All three alternatives have been evaluated on a set of numerical experiments and
it has been shown that all of them have the potential to outperform the standard
constant-horizon approach. For the latter two, moreover, Pareto-optimality has been
demonstrated as well.
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• Motivated by the frequent use of actuators with finite input signal resolution, op-
timization of quantized input has been investigated. An innovative optimization
algorithm relying on a regularly performed mid-processing iteration including projec-
tion of the input sequence on the admissible finite set of input levels and filtering the
sequence extended with the previously applied input samples with a low-pass filter
has been developed. Thanks to incorporating the input quantization information
into the optimization routine and performing mid-processing filtering, an attractive
control performance has been attained and the need for computationally expensive
mixed-integer nonlinear programming techniques has been eliminated. An evaluation
considering quantized input control of both fast- and slow-dynamics system has been
performed and as an alternative to the proposed algorithm, a posteriori quantiza-
tion has been considered. The following results have been observed: median of the
control performance degradation has decreased by a factor of almost 2 for the slow
dynamics system and more than 13 for the fast dynamics system and the input signal
oscillations have been massively suppressed.

• A part of this thesis has addressed optimal control tasks considering discontinuous
system dynamics and/or discontinuous optimization criterion and a hamiltonian-
switcher-based algorithm (HaSH-NPC) tackling them has been presented. Its
functionality has been validated on an example of lap-time minimization with
race car with hybrid dynamics and non-smooth criterion and compared with the
approximation-based a priori switching nonlinear predictive controller. A compari-
son of fixed-horizon variants of these two has demonstrated that even with shorter
horizon, HaSH-NPC algorithm outperforms the approximation-based solution. Con-
fronting HaSH-NPC with mixed-integer nonlinear programming solver, it has been
manifested that to achieve comparable performance, the latter one has consumed
enormously more computational time. The robustness of the HaSH-NPC algorithm
has been proven by the means of a detailed sensitivity analysis.

• Last but not least, the thesis has dealt with optimization of production processes—
especially bioprocesses—as a whole and a novel three-stage algorithm has been de-
veloped with i) stage I serving as a starting point of the overall scheme consisting
in sampled-input optimization with fixed initial conditions, ii) stage II performing
a reparameterization of the obtained input profile reducing the complexity of the
subsequent optimization; and iii) joint parametric optimization of both the process
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initial conditions and the input profile parameters. A comparison with three other
algorithms has unveiled that although partial improvement could be achieved per-
forming either optimization of the reparameterized input profile or initial conditions
optimization, their combination representing the proposed JIPICO algorithm might
yield as much as 60 % improvement compared with the original optimization with
fixed initial conditions and sampled input. Moreover, the number of optimizable
parameters compared with the sampled-input optimization has been substantially
reduced suggesting also considerable savings from the computational point of view.

7.2 Future work

While research itself might never be completely finished, a thesis must be and thus, much
has been left to be done yet. For those willing to continue this journey and grow the
planted sprouts, the following suggestions for future work can be given:

• Adaptive search step formulas. Performance of the provided adaptive search
step expressions—namely the logarithm-based formula and the formula exploiting
sigmoid function of constraints—could be studied in more depth. In particular, the
proposed ideas should be validated and examined with a larger and richer ensemble
of optimization tasks taken into account and special attention should be paid to their
theoretical properties.

• Enhanced input profile reparameterization. Recalling stage II of JIPICO in-
troduced in Chapter 6 of this thesis, the algorithm reparameterizing the input profile
and expressing it as a parametric function of time could be enhanced. This thesis has
provided a rigorous optimization-based reparameterization procedure, however, the
set of the basis functions has been considered to be given in advance. Although this is
not a restrictive assumption from practical point of view, certain improvement could
be achieved by exploiting nonparametric regression method—in particular, the length
of stage II of the production-process optimization algorithm could be decreased. This
step could also contribute to automation and—most of all—considerable autonomiza-
tion of the whole procedure making it less dependent upon the user entries.

• Adaptive input profile reparameterization. The reparameterization of the in-
put profile (stage II of the JIPICO algorithm) could be made adaptive and recursive.
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The algorithm provided in this thesis assumes that the input profile is reparameter-
ized prior to bringing the controller into action and over its whole remaining lifetime,
the same parameterization is used. This could change; the initial reparameterization
should be used only for a limited amount of time and once enough samples of the
closed-loop input profile have been stored, machine learning algorithms could be em-
ployed to recognize the emerging patterns and modify the controller itself by updating
the input profile parameterization. A new stage II-a could be introduced; this stage
would be performed online and its mission would be extracting the information from
the past input samples. In this way, the input profile could be reparameterized in an
adaptive manner and both low dimensionality and the appropriate parameterization
of the input profile could be maintained.

• Online parametric optimization of a virtual feed-forward filter response.
Majority of the current approaches consider the input profile samples to be more or
less independent optimization variables which leads to increase of complexity when
either the prediction horizon is increased or the sampling period is decreased. This
can be remedied by the so-called move blocking strategy which, however, causes a loss
of control authority and optimization freedom. As an alternative, the input to the
controlled system could be generated as a step/impulse response of a simple system
and only parameters of this system would be optimized. This would considerably
decrease the number of optimized variables and make the optimal control almost
independent of prediction horizon or sampling period changes while eliminating too
severe restriction of the control authority.

• Enhancement of quantized input optimization. In the thesis, the mid-
processing iteration representing “the heart” of the proposed quantized input opti-
mization algorithm has been said to be performed every M iterations with M being
defined by the user. More rigorous rules for the frequency of performing the mid-
processing iteration based on the distances between the quantization levels should
be derived. Additionally, the extended input sequence has been considered to be
filtered with a suitable filter and as a result, the high-frequency portion of the signal
has been eliminated, indeed. However, the already applied input samples cannot be
changed anymore and therefore, certain mismatch between the frequency content of
the sequence internally calculated by the optimizer and of that finally applied to the
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system might arise. This should be studied in more detail and a suitable procedure
eliminating this mismatch should be developed.

• Use of global optimization techniques. For a significant set of the optimal con-
trol tasks, replacing the local optimization techniques with those focusing on finding
a global solution could bring significant control performance improvement. In gen-
eral, looser formulations of the optimization task unfold wider room for (global)
optimization and therefore, control problems including zone control or maximization
of certain quantity at a given point of time might greatly benefit from use of the
corresponding optimization tools. Here, the potential computational and memory
demands associated with large-scale tasks might be terrifying and therefore, certain
reduction of the parameter space is desirable. Linking these ideas to this thesis, a
promising candidate for enhancement using global optimization is the optimization
of the reparameterized input profile and process initial conditions aiming at maxi-
mization of the terminal-time yield (stage III of the JIPICO algorithm).
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[A.4] Pčolka, M.; Čelikovský, S., (2017; authorship: 60 %). Production-process Optimiza-
tion Algorithm: Application to Fed-batch Bioprocess. Journal of the Franklin Institute
(2017 impact factor: 3.576). DOI: 10.1016/j.jfranklin.2017.10.012.

Invited conference talks
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