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Abstract. This diploma thesis describes a project of automation of experimental cooling 
plant within the TOTEM project constructed in CERN, Geneva. The project is dedicated 
to all components of control system ς from hardware and communication protocol 
selection to high-level control application development. Selection, commissioning and 
evaluation of hardware action elements are supplied along with cost comparison of 
individual solutions. Final SCADA application is designed in PVSS II, which controls the 
cooling plant via transducers and action elements. ELMB boards connected over the 
CAN buses with control SCADA system are used for sensor readout and action element 
positioning. 
 
AbstraktΦ ¢ŀǘƻ ŘƛǇƭƻƳƻǾł ǇǊłŎŜ popisuje ǇǊƻƧŜƪǘ ŀǳǘƻƳŀǘƛȊŀŎŜ ŜȄǇŜǊƛƳŜƴǘłƭƴƝƘƻ 
ŎƘƭŀŘƝŎƝƘƻ ƻƪǊǳƘǳ ǇǊƻ ǇǊƻƧŜƪǘ ¢h¢9a ƪƻƴǎǘǊǳƻǾŀƴȇ ǾŜ ǎǘǌŜŘƛǎƪǳ /9wb Ǿ ¿ŜƴŜǾŠΦ .ŠƘŜƳ 
ǇǊƻƧŜƪǘǳ ōȅƭȅ ǾȅōǊłƴȅ ǾǑŜŎƘƴȅ ƪƻƳǇƻƴŜƴǘȅ ǌƝŘƛŎƝƘƻ ǎȅǎǘŞƳǳΣ ǇƻőƝƴŀƧŜ ƘŀǊŘǿŀǊŜƳ ŀ 
ƪƻƳǳƴƛƪŀőƴƝƳƛ ǇǊƻǘƻƪƻƭȅ ŀ ƪƻƴőŜ ǾȇǾƻƧŜƳ ǌƝŘƛŎƝ ŀǇƭƛƪŀŎŜ ƴŜƧǾȅǑǑƝ ǵǊƻǾƴŠΦ tǊłŎŜ ŘŜǘŀƛƭƴŠ 
ƳŀǇǳƧŜ ƴŠƪƻƭƛƪ ƳƻȌƴȇŎƘ ƘŀǊŘǿŀǊƻǾȇŎƘ ǌŜǑŜƴƝΣ ƧŜƧƛŎƘ ǾȇōŠǊΣ ȊƪƻǳǑƪȅΣ ǾȅƘƻŘƴƻŎŜƴƝΦ ± 
ǵǾŀƘǳ ōȅƭȅ ōǊłƴȅ ǘŜŎƘƴƛŎƪŞ ƛ ŜƪƻƴƻƳƛŎƪŞ ŦŀƪǘƻǊȅΦ ±ȇǎƭŜŘƴł ǌƝŘƛŎƝ {/!5! ŀǇƭƛƪŀŎŜ 
ǾȅǘǾƻǌŜƴł Ǿ ǎȅǎǘŞƳǳ t±{{ LL ǳƳƻȌƶǳƧŜ ǌƝȊŜƴƝ ŎƘƭŀŘƝŎƝƘƻ okruhǳ ǇƻƳƻŎƝ ǎŜƴȊƻǊǻ a 
ŀƪőƴƝŎƘ őƭŜƴǻΦ Y ƻŘŜőǘǳ ƘƻŘƴƻǘ ŀ ƎŜƴŜǊƻǾłƴƝ ǌƝŘƛŎƝŎƘ ǎƛƎƴłƭǻ Ƨǎƻǳ ǇƻǳȌƛǘȅ ƳƻŘǳƭȅ 9[a. 
ǇǌƛǇƻƧŜƴŞ ǇǌŜs ǎōŠǊƴƛŎe CAN ƪ ǌƝŘƛŎƝƳǳ {/!5! ǎȅǎǘŞƳǳ. 
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1. Introductio n 

The design of control system for experimental plant is complicated process which takes 

many steps and each requires prudential approach. The first issue is to analyze 

controlled process from the response time, hazards and safety operation point of view. 

The second step is to propose plant layout with action elements and measuring 

transducers. The third is to choose convenient hardware components and data 

acquisition and control software which presents data to operator. 

The limitations of the design result from the system specifications, applicable 

technology, available finance and operation requirements. The demands on a modern 

control system serve as motivation for an innovative approach. The final solution then 

arises from a compromise between natural restraints of the controlled application, 

requirements on the control system and available resources.  

This diploma thesis describes the construction of control system for the future upgrade 

of the TOTEM Experiment. This control structure will be also used for the experimental 

cooling plant, which is used during the commissioning of TOTEM Roman Pots sub-

detectors. During the construction process, the applicable data collection system was 

implemented, hardware resources were selected and verification tests of operation 

were carried out. 

1.1. TOTEM Experiment  

TOTEM (TOTal Elastic and diffractive cross section Measurement) is one of the projects 

built at the international laboratory for nuclear research, CERN. TOTEM is focused on 

the precise measurement of the proton-proton interaction cross section and 

on the in-depth study of the proton structure. The study of such physical 

processes is complementary to other general-purpose programs of the Large 

Hadron Collider (LHC). The detail description of the experiment can be found 

in (1). 

The TOTEM experiment comprises three main sub detectors ς Roman Pots (RPs) 

consisting of particular silicon detectors and two particle tracking telescopes (T1 and 

T2). All of the three sub-detectors are designed to detect charged particles emitted by 



14 Chapter: Introduction 
 

the proton-proton collisions at LHC interaction point 5 (IP5) next to the CMS project. The 

layout of the TOTEM experiment can be seen on the Figure 1 adopted from (2). 

Roman Pots (see (3)) are detectors using an experimental technique introduced in the 

early 1970s in Rome based on the detection of very forward protons in movable beam 

insertions. That is ǿƘȅ ǘƘŜȅ ŀǊŜ ŎŀƭƭŜŘ άRƻƳŀƴέ. Detectors are placed inside vacuum 

vessels, called pots, and moved into the primary vacuum during the operation of the 

detector. The total number of RPs will be twenty-four (groups of six pieces mounted in 

four different sectors). In the time this document was prepared the RPs were still partly 

in the production phase and only twelve RPs were in place mounted in two stations 

placed at 217.3 [m] distance from IP5 in both directions. The extension of the detector 

(maximum distance between the stations parts) inside the LHC is 434.6 [m]. The twelve 

remaining RPs, which are still in the production process, shall be commissioned at the 

CERN PrŞvessin site at the beam testing area before the final installation to the LHC. 

1.2. TOTEM Detector  control system  

The TOTEM detector control system (TOTEM DCS), also called Big.Brother, was 

developed at CERN between the years 2006 and 2009 by a doctoral student Fernando 

Lucas Rodriguez. The system was designed to control all components of the TOTEM 

project - three sub-detectors (Roman Pots, T1 and T2), environmental monitors, high 

voltage and low voltage power and cooling plants. The detail description of a system can 

be found in (4). 

Figure 1 ς TOTEM Experiment layout, adopted from (2) 
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The TOTEM DCS was implemented in the PVSS II SCADA system. The software 

functionalities required for tasks related to the control and monitoring of the TOTEM 

project were split into modules of PVSS code. Those modules can be easily combined to 

create desired control application. These modules are distributed in a form of a JCOP 

framework package, see (5), called TOTEM DCS. This type of distribution allows easy 

remote installation and eventual updates.  

The TOTEM DCS is using a tree architecture where each branch represents one sub-

detector and its supporting components.  The structure of one branch representing the 

Roman Pots sub-detector and its accessories are depicted in Figure 2 adopted from (6). 

The high level control is provided by six servers (two per sub-detector) named from 

TOTEM-DCS-01 to TOTEM-DCS-06. Two cooperating computers manage each sub-

detector. The first one is in charge of the communication with the low-level controllers, 

finite state machine and data-base server; the second provides user interface to the 

connected users. OPC servers and drivers for the communication mediate the 

communication with the low-level controllers over field-buses. The programmable logic 

computers (PLCs) and embedded local monitors are used as low-level controllers.  

Figure 2 ς Schematic of a Roman Pots control system, adopted from (6) 
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1.3. TOTEM cooling plant  

The cooling is a significant part of many industrial processes and it should be understood 

as an important element in the heat management. This section describes the cooling 

plant built in the service cavern at the inter section point 5 (IP5) of the LHC for the 

TOTEM project. 

1.3.1. Demands on the cooling plant  

Roman Pots sub-detectors require for operation temperatures in range below 0 [ϲ/]. 

The RPs are generating up to the 800 [W] of the heat in total and the targeted set-point 

temperature of the RP inner electronics during the operation is around -20 [ϲ/ϐΦ Each 

RPs station can be operated independently on the others and its heat load may vary 

over the full scale (0-100%) depending on the RPs state. Thus the sectors must be split 

to the separately controlled cooling loops to enable maintaining environment in each 

sector and the cooling plant must be able to keep the cooling system stable even if the 

heat generated by the RPs electronics is zero. 

1.3.2. Cooling principle  

The two stage evaporative cooling system was selected for the Roman Pots cooling. 

During the cooling process, the pre-chilled refrigerant is supplied under the high 

pressure in the liquid state into the capillary located inside the RP volume. The pressure 

drop introduced post-capillary causes evaporation of the coolant, thus cooling along the 

evaporator. The cooling was designed as a two phase, because of the cooling mediums 

main disadvantage - low heat transfer coefficient (comparing to water). Chilled liquid 

refrigerant has reduced enthalpy and therefore can absorb more heat during the 

evaporation. 

1.3.3. Cooling medium  

The selected coolant is fluorocarbon C3F8 that is described in section 2.5.2. It was chosen 

because of its characteristics: electrically insulator, non-flammable, non-toxic and stable 

after the irradiation. 
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1.3.4. Cooling plant layout  

The Roman Pots are located in the highly irradiated area in the LHC tunnel. Thus, all 

control elements of the cooling plant are located in the IP5 service cavern which is 

always accessible - even when the LHC is operational. The plant has four separate 

cooling loops that lead to the sectors with RPs. Two capped inputs and outputs are 

prepared for the future upgrades and one line with dummy load heaters.  

1.3.5. Cooling process description  

The liquid refrigerant is stored in the water-cooled tank, which also serves as a 

condenser. During the run, the coolant is under high pressure brought to the 

distribution rack where the pipe splits to four separate loops.  

A manually operated TESCOM pressure regulator sets the pressure in each loop and 

pressure sensors measure the inlet pressures of the loops. The nominal flow of the 

refrigerant through each of the cooling lines is 10 [g/s].  

The liquid coolant then enters into the capillaries housed in the RPs mounted in the loop 

where it evaporates. The vapor is exhausted from the loops through a TESCOM back-

pressure regulators by a pair of compressors connected in parallel. The set-point of the 

TESCOM back-pressure regulators needs to be adjusted manually.  

The compressors power depends on the amount of the coolant circulating through the 

cooling loops. The line with the dummy load is used to maintain cooling plant stable 

when the flow of the coolant through the normal cooling lines is less than 8 [g/s]. The 

simplified schematic of the cooling plant depicted in Figure 3.  

1.3.6. Existing cooling plant control system 

Stable cooling process is essential for safe operation of the Roman Pots sub-detectors. 

Thus, the TOTEM cooling plant requires a reliable control and monitoring system that 

would prevent damage of the cooled RPs and the cooling plant itself. The main 

requirements for the control system (CS) regarding the cooling are: start up and shut 

down of the cooling process, adjusting the cooling parameters (inlet pressure and outlet 

back-pressure of the coolant) and monitoring the RPs environment (temperatures and 

vacuum pressure). 
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The CS is based on the two SIEMENS S7-200 PLC low-level controllers. The first one 

serves for controlling and monitoring the cooling process. The second one is in charge of 

the vacuum system. The status of the operation is communicated to the high level 

control via the SIEMENS Communication PLC, which ŘƻŜǎƴΩǘ ƘŀǾŜ ŀŎŎŜǎǎ ǘƻ ǘƘŜ ŀŎǘƛƻƴ 

elements. Thus they are protected against the unwanted access from the outer systems. 

The high level control is built in the PVSS II supervisory software that is communicating 

with low-level controllers over the Simatic OPC server. The high level controller is 

included in the TOTEM DCS hierarchy.  

The CS can separately control cooling process in four cooling loops. Each cooling loop 

can alter between three different states. The states and conditions corresponding to 

them are described in the list below. 

Figure 3 ς TOTEM cooling plant scheme 

PS

1

PS

2

PS

3

PS

4

LOOP 1 - Sector 56, 

Distance147m

Mixed water 

network

REFRIGERANT 

STORAGE TANK

Capillary 01

Capillary 02

RP Coil 1

RP Coil 2

Roman Pots
-Six RPs/Sector

-Two capillaries/RP

Demineralised 

water network

PS

9

DUMMY LOAD HEATERS

Back Pressure Regulators TESCOM 1"

100 mbar @ 10 g/s
Pressure Regulators TESCOM İ"

100 mbar @ 10 g/s

PID reg

Donaldson 

Ultrafilters

HEX

LOOP 2 - Sector 56, 

Distance 220m

LOOP 3 - Sector 45, 

Distance 220m

 LOOP 4 - Sector 45, 

Distance 147m

Donaldson 

Ultrafilters

COMPRESSOR 1

PS

10

PID reg

COMPRESSOR 2

Pressure Regulators TESCOM İ"

100 mbar @ 10 g/s

HEX

PS

5

PS

6

PS

7

PS

8

VAPOUR

LIQUID



19 Chapter: Introduction 
 

Å ON State: The electromagnetic valves on the liquid side and on the vapor side 

that holds the liquid in the tank are open. The valves at the beginning and at the 

end of the cooling loop are open.  

Å OFF State: The electromagnetic valve on the liquid side of the cooling loop is 

closed. The coolant is being recuperated from the loop into the tank. 

Å LOCKED State: The electromagnetic valves on the liquid side and on the vapor 

side of the cooling loop are closed. The cooling loop is ready for the 

maintenance. 

The parameters of the cooling ς pressure of the coolant passing to the cooling loop and 

the pressure of the vapor leaving the cooling loop (back-pressure) ς can be adjusted by a 

set of manually operated TESCOM pressure and back-pressure regulators. For such 

operation, presence of service personnel is required.  

1.4. The goals of the thesis 

The TOTEM cooling plant described in section 1.3 is going to be upgraded to system that 

allows remote control of its all cooling parameters. The plan is to replace the manually 

operated action elements (pressure and back-pressure regulators). 

 The Roman Pot sub-detector is a unique device that is located in an area with a very 

difficult access and almost no possibility for repairs during the LHC operation. Therefore 

only reliable and proven solutions can be used for the construction of any of its sections, 

including the cooling plant. On the other hand, the component selection is limited by 

the budget restraints, that is why the chosen solution must be affordable.  

The thesis aims to collect necessary information and software resources that could be 

used for the selection of the most appropriate solutions. The list of all tasks is according 

to the specifications: 

A. To propose two low cost hardware solutions for the automated pressure regulation 

of the inlet liquid coolant pressure in the TOTEM cooling plant cooling loops. 

B. To propose two low cost hardware solutions for the automated back-pressure 

regulation of the outlet vapor coolant pressure in the TOTEM cooling plant cooling 

loops. 
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C. To carry out performance tests of the most promising solutions on a real system. 

D. To develop software solution for the control of the modified cooling plant that 

would be compatible with the current control system of the plant and with the 

control system of the TOTEM project. 
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2. Theoretical background  

This chapter reviews important concepts, processes and devices that are referred in 

other parts of this document. Detail description of the issues can be found in the cited 

documents. 

2.1. Industrial control system  

Industrial control system (ICS) is a group of control subsystems that are currently use in 

the industrial control ς supervisory control and data acquisition (SCADA), distributed 

control systems (DCSs) and programmable logic controllers (PLCs). ICSs are used 

typically used in industries such as water, oil and gas, power plants or data processing. 

Scheme of the industrial control system is depicted in Figure 4. 

 

2.1.1. Distributed control system  

Distributed control system architecture decentralizes the sub-control elements along 

the whole industrial installation. DCS setup gives control system robustness, 

expandability and flexibility. As drawbacks stand more complicated networking and 

Figure 4 ς Industrial control system schematic 
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higher requirements on the financial resources comparing to the centralized control. In 

the design of the DCS are as sub-control elements usually used input/output (I/O) 

programmable modules capable of communication via standard industrial 

communication protocol (CAN Open, Profi-Bus, Industrial Ethernet, Lon Works, etc.). 

The module receives information from the input elements in the process (sensors) and 

transmits instructions to the output elements in the field. Module can serve as a local 

controller and it is still connected to the central data collector through the field-bus. The 

central controller is connected to the human machine interface (HMI) or to the operator 

consoles. DCS data collector can also use a SCADA system for the connection to the 

physical equipment. In this thesis the DCS is considered as a layout of the hardware 

components and SCADA as a software framework that provides functionality for the 

DCS.  

2.1.2. Supervisory contro l and data acquisition system  

SCADA refers to a system that collects data from various sensors at a factory, plant or in 

other remote locations and then transmits this data to a central computer, which then 

manages and processes this information. It can be also seen as a system with many data 

elements called data points. Points can be either hard or soft. A hard data point can be 

an actual monitor/sensor; a soft point can be seen as an application or software 

calculation. Data elements from hard and soft points are recorded and logged in the 

data-base (DB) to create a time stamp or history. SCADA is usually operated through 

HMI that provides easy access to the system and to the collected data. The design of the 

access depends on the particular system and on its purpose (access to large potentially 

dangerous systems needs to be well secured). Data maintained by SCADA is also being 

used for determination of the current state or for the forecast of the future states of the 

system. This knowledge can be used for the modeling of the controlled process finite 

state machine (FSM). Software implementation of SCADA can be found in multiple well 

known software packages (e.g. Honeywell EXPERION, ETM PVSS II, Siemens Simatic 

STEP7, etc.). 
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2.1.3. Human Machine Interface  

A SCADA system usually includes a user interface called Human Machine Interface (HMI) 

or Graphical User Interface (GUI). The HMI is location where data is processed and 

presented to be viewed and monitored by a human operator. HMI's are an easy way to 

standardize the facilitation of monitoring multiple low-level controllers (LLCs) such as 

PLC, ELMBs or other programmable controllers. LLCs usually run a pre-programmed 

process and monitoring each of them individually can be difficult, because they can be 

spread out over the whole site. Because LLC historically had no standardized method to 

display or present data to an operator, the SCADA system communicates with them 

throughout the industrial network and processes information that is then easily 

disseminated by the HMI. The HMI can also be linked to a SCADA data-base and it can 

use data from the technological process to provide graphs on trends, logistic info, 

schematics for a specific sensor or machine or even make troubleshooting guides 

accessible. HMIs are usually built in the SCADA software, which provides functionality 

how to visualize data to operator and which collects batch operator actions. 

2.1.4. Finite state machine  

A finite state machine (FSM) is a model of system 

behavior composed of a finite number of states, 

transitions between those states, and actions. In 

industry, optimized FSM is used, which states for 

the machine with the minimum number of states. 

The design of the FSM is usually done by graphical 

diagrams that display all possible states and state 

transition conditions. The FSM transition logic 

between states is shown on the Figure 5. 

2.2. High level control  

A high level control (HLC) stands on the top of the control hierarchy. The HLC has 

information about the global state of the controlled systems and through the low-level 

controllers can access to its any part.  The HLC is usually realized by an interconnected 

industrial computers or PC workstations running the SCADA software. 

Figure 5 ς FSM logic 
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2.3. Low-level  controller  

A low-level controller (LLC) is a front-end controller used in the technological process. 

The controller is in direct touch with the action elements and it communicates gathered 

information to the higher levels of the control hierarchy. Typical example of the LLC is 

programmable logic controller (PLC) or embedded local monitor board unit (ELMB). 

2.3.1. Programmable logic controller  

A programmable logic controller (PLC) is a digital computer used for automation of 

various industrial processes. The PLC is designed for multiple inputs and output 

arrangements, extended temperature ranges, immunity to electrical noise, and 

resistance to vibration and impact. Programs to control machine operation are typically 

stored in battery-backed or non-volatile memory. The programming is usually done in 

the ladder logic and/or Petri nets, the program then runs in sequences. The programs 

are evaluated in cycles ς scan times. Typical scan time for PLC is in range from 5 

milliseconds (e.g. Honeywell c300) to hundreds milliseconds (depending on the PLC 

hardware setup and on the complexity of the program).  

 PLC may need to interact with people for the purpose of configuration, alarm reporting 

or everyday control. Therefore, a HMI is usually employed when the level available of 

the graphical user interface depends on the actual PLC hardware setup (LED output/text 

messages/complex GUI available from the remotely connected computer). The I/O 

ability of the PLC depends on its hardware configuration and it can be usually modified 

or expanded if needed through I/O modules. Nowadays there are available extension 

modules for all standard I/O digital and analog ranges. The PLCs are produced by many 

vendors ς Siemens, Honeywell, WAGO, etc. 

2.4. CAN Open communication protocol  

CAN Open is a communication protocol defined by the CAN in Automation (CiA) 

organization. The detailed description of the protocol can be found at (7). The CAN 

Open standard implements the seventh layer of the OSI/ISO communication model, the 

application layer. The interoperability of devices from different manufacturers is also 

granted by standardization of the following items. 
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The communication profile 

It defines the communication between devices connected to the bus. The 

communication model implements the master-slave and also the slave-slave 

communications. At least one master device must be connected to the CAN Open bus to 

perform the start-up and initial operations. 

The Device Profile Specifications  

It specifies the specific behavior for different types of devices such that the basic 

network operation is secured. 

Object Dictionary  

The object dictionary is a data-base with an ordered collection of objects containing the 

description of the device and its network behavior. The object dictionary is not stored 

directly in the CAN Open nodes but it is provided in the form of an electronic data-sheet. 

Standardized communication objects 

Two object types are defined: 

Å Process data objects -broadcasted and unconfirmed messages with high priority 

used for real-time transfer. This type of communication is usually used for the 

control commands because they are immediately propagated to the controlled 

device.  

Å Service data objects - confirmed messages used in the peer-to-peer 

communication between two nodes. The messages have low priority and they 

are transmitted in the time of bus low-level occupancy. 

Standardized Network Management  

The network management defines the possible states of the nodes, master node 

competences, supervision over the bus and the start-up procedure. The master node 

handles the transition of the slave nodes between the possible states: initialization, pre-

operational, operational and stopped. After the boot up sequence the device enters in 

pre-operational state. The two mechanisms for the network supervision are 

implemented ς node guarding and life guarding (only one can be active). 

Standardized systems services for synchronous operation of the network  
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The network master can query values of the input channels by sending a SYNC 

command to the bus. 

2.5. Evaporative Cooling  

Evaporative cooling is a physical phenomenon in which evaporation of a liquid into 

environment cools a surrounding area or objects. The cooling is usually realized by a 

heat engine that works according to the first thermo-dynamical law under which it is 

possible to change the internal heat energy or work.  Heat engine must also respect the 

second thermo dynamical low according to which is not possible full heat conversion. 

Evaporative cooling can be used in many applications from the cooling of civil buildings 

to cryogenic applications. 

2.5.1. Two stage evaporative cooling  

Two-stage evaporative cooling improves the standard evaporative cooling and brings 

advantage of working with the coolant in ambient temperatures during most of the 

cooling cycle for the industrial systems. In the first stage warm coolant is pre-cooled 

indirectly (by passing through a heat exchanger that is cooled by different cooling circuit 

- water, evaporation on the outside etc.). In the second stage (direct stage), the pre-

cooled coolant passes to the evaporator. The media pressure reduces here sharply - it is 

reduced by capillaries or the volume of the evaporator is bigger than the pipelines in the 

previous parts of the cooling circuit. The boiling temperature of cooling media changes 

together with the pressure therefore the coolant starts evaporating ς cooling the 

surrounding area. The vapor is usually drained from the evaporator by a compressor in 

to the condenser where it is compressed to a pressure which corresponds to the boiling 

temperature higher than the ambient temperature. Excess heat that arises during this 

process is released into the environment. 

2.5.2. Octafluoropropan  

Octafluoropropan C3F8 (R218) is a chemical compound used in the refrigeration industry 

as a coolant or a component in refrigeration mixtures. Besides, it is used in the 

production of semiconductors such as etching material. The R218 is suitable for usage in 

the evaporative cooling systems because it is dielectric, radiation resistant, nontoxic and 

stable. The boundary between the liquid and vapor state is shown on the pressure-
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enthalpy diagram depicted on Figure 6, adopted from (8). More information about this 

topic can be found at (9). 

  

Figure 6 ς Octafluoropropan pressure ς enthalpy diagram, adopted from (8) 
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3. Control system components selection  

This section describes the selection of the technologies and hardware components that 

can be used for the cooling plant. The whole system was prepared as modular and 

scalable. It must not only work with TOTEM cooling plant, but also with the testing 

cooling plant. From this restrain arises the need for architecture that would be fail safe 

but also easily adjustable, hardware independent and compatible with already used 

monitoring systems. The design of the control system was also influenced by the 

information adopted from (10). 

The software part of the control systems has to be capable of handling readout of the 

cooling plant sensor array that consists from approximately 80 individual analog sensors 

and control of at least 10 action elements. The price is not essential for the selection of 

the software package, but product available with CERN license is preferred. 

The main limitation during the selection of the hardware components were the price of 

the components (components should be low-cost) and their reliability ς the repairs are 

difficult during the cooling plant operation. 

During the components selection two paths were considered: 

Å Use similar software and hardware technologies to the ones of CMS and other 

LHC experiments and modify them if necessary.  

Å Utilize completely different technologies and provide a compatible 

communication interface. 

At least two possibilities corresponding to this philosophy were on every decision-

making level judged to determine the most appropriate solution. 

3.1. SCADA software products  comparison  

The goal of the SCADA products comparison was the selection of the most suitable 

software package for the implementation of the cooling plant control system. The 

comparison was done on a set of software products for industrial applications that are 

commonly known whose license was available. The tested products were Honeywell 

Experion and ETM PVSS 2. 
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Analyzed parameters used for the selection of the software were:  

Å Hardware requirements. 

Å Scalability. 

Å Connectivity with the OPC server. 

Å Data storage system.  

3.1.1. Experion  

Experion is a commercial SCADA system produced by the American company with 

international scope and a broad range of business activities. 

3.1.1.1. Experion architecture  

Experion SCADA is a server based solution consisting of components depicted in Figure 

7. All hardware controllers and external data sources communicate with Experion server 

over LAN via TCP/IP protocol. The SCADA engine runs in Windows 2003 server 

environment only. There is supported a server redundancy option, with server A and 

server B as a hot standby back up pair. There can be a grid of up to 20 servers mutually 

communicating together. All data from all servers can be accessed by up to 40 

simultaneously connected client stations, which can visualize or access data from all 

servers in the grid.  

Figure 7 - Experion based control system architecture 
























































































































































































































