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Abstract. Thisdiploma thesigdescribesa project ofautomation of experimental cooling
plant within the TOTEM project catructed in CERN, Geneva. The project is dedicated
to all components of control systemg from hardware and communication protocol
selection tohighlevel control application development. Selection, commissioning and
evaluation of hardware action elementseasupplied along with cost comparison of
individual solutionsFinal SCADA application is designed in PVSS IlI, which controls the
cooling plant via transducers and action elements. ELMB boawdeected over the

CAN buses with control SCADA systemuseel for sensor readout and action element
positioning.
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1. Introductio n

The design of adrol systemfor experimental planis complicatedorocesswhich takes
many steps and each requirgsrudential approach. The first issue isto analyze
controlled process fronthe response time, hazards andfsty operation point of view.
The ®cond step isto propose plant layout with action elemés and measuring
transducers. The hird is to choose convenient hardware components and data

acquisition and control software which presents data to operator.

The limitations of the design result from the systerpesifications, applicable
technology, available finance and operaticequirements. The demands onnaodern
control system serve as motivation for amovative approachThe final solutiorthen
arises froma compromise between naturatestraints of the catrolled application,

requirements on the control system and available resources.

This diploma thesis describes thenstruction of controkystemfor the future upgrade
of the TOTEM Experimenthis control structure will be also used for the experiménta
cooling plant, which is used duringge commissioning offOTEM Roman Pots sub
detectors During theconstruction process the applicabledata collection system was
implemented, hardware resourceswere selectedand verification tests of operation

were caried out

1.1. TOTEMEXxperiment

TOTEM (TOTal Elastic and diffractive cross section Measurement) is one of the projects
built at the international laboratory for nuclear research, CERNITEM is focused on

the precise measurement of the proteproton interactioncross sectiorand

on the in-depth study of the proton structure. The study such physical
processes is complementary twther generalpurposeprograms of theLarge
HadronCollider (HC).The detail description of the experiment can be found

in (1).

The TOTEMexperiment comprisesthree main sub detectors; Roman Pots(RPs)
consisting of particulasilicon detectos and twoparticle tracking telescope¢T1l and

T2. All of the three sukdetectorsare designed taletect charged prticles emitted by
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the proton-proton collisions at HOnteraction point 5 (IPS)ext to the CMS projeciThe
layout of the TOTEM experimeoan be seen on thEigurel adopted from(2).

— B G T OB

= cras Pl
~ ﬁ‘\ & -
Ti . Sdaa —— — olq
é_ * - S~ o
-1 = .¢@é \_\ =
T2 %

Figurel ¢ TOTEM Experiment layout, adopted fro(2)

Roman Potgsee(3)) are detectors using an experimental technique introduced in the
early 1970s in Rome based on tHietection of very forward protons in movable beam
insertions Thatisg K& (G KS@& RNSB yiktedtarsSe plécedside vacuum
vesses, called pos, and moved into the primary vacuurduring the operation of the
detector. The total number of RPs will be tweifitpr (groups of six pieces mounted in
four different sectors). In the time this document was prepared the \Réte still partly

in the production phase and only twelve RPs were in place mounted in two stations
placed at 217.3 [m] distance from IP5 in both directions. The extension of the detector
(maximum distance between the stations parts) inside the LHC i€ 484. The twelve
remaining RPswhichare still in the productiorprocess, shall beommissioned at the

CERN Ressin site at the beam testirarea kefore thefinal installation to the LHC.

1.2. TOTEM Detector control system

The TOTEM detector control syste(fOTEM DCS), also called Big.Brother, was
developed at CERN between the years 2006 and 2009 by a doctoral student Fernando
LucasRodriguez The system was designed to control all components of the TOTEM
project - three subdetectors (Roman Pots, T1 and),T@nvironmental monitors, high
voltage and low voltage power and cooling plaritse detail description of a system can

be found in(4).
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The TOTEM DCS was implemented in the PVSECADA systemThe software

functionalitiesrequired fortasks relatedto the control and monitoring of the TOTEM
projectwere split into modules of PVSS codeose modules can be easily combined to
create desired control applicatiolhese modulesare distributedin a form of a JCOP
framework packaye, see(5), called TOTEM DC®his type of distribution allows easy

remote installation and eventual updates.

The TOTEM DCS is using a tree architecture where each branch represents -one sub
detector and its supporting componés. The structure of one branch representing the

Roman Pots sulletector and its accessoriese depictedin Figure2 adopted from(6).

The high level control is provided by six servers (two pé-dmaiector) named from
TOTEMDCS01 to TOTEMDCS06. Two cooperating computers manage each sub
detector. The first oneis in charge of the communication with the ldewvel controllers,
finite stae machine and datdéase serverthe second provids user inerface to the
connected users.OPC servers and drivers for the communication mediate the
communication with the lowevel controllersover fieldbuses.The programmable logic

computers (PLCs) and embedded local monitors are uskohagvelcontrollers.
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Figure2 ¢ Schematic of a Roman Pots control system, adopted fr(gh
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1.3. TOTEM cooling plant

The cooling is significant part of many industrial processes and it should be understood
as an important elemnt in the heat managemenilhis section describes the cooling
plant built in the service caverat the inter section point 5 (IP5) of the LH®& the
TOTEMroject.

1.3.1.Demands on the cooling plant
Roman Pots sulletectors require for operation temperatures irange below (c J.
The RPs argenerating up to the 80QW] of the heatin total and the targetedset-point
temperature of the RP inner electronics during the operation is aro@@d[c / Badh
RPsstation can be operated independently on the others amsl heat load may vary
over the fullscale(0-100%) depending on the RPs state. Thus the sectors musplibe
to the separately cotrolled cooling loops to esble maintaining environmentn each
sector and the cooling plant must be ablekeepthe coolng system stable even if the

heat generated by the RPs electronics is zero.

1.3.2.Cooling principle
The two stage evaporative cooling systewas selected for the(Roman Pots cooling
During the cooling processthe pre-chilled refrigerantis supplied under the Igh
pressure in the liquid state into the capillary located inside the RP volume. The pressure
drop introducedpost-capillarycauses evaoration of the coolant, thusooling along the
evaporator. The cooling was designed asva phase, because of the cauj mediums
main disadvantage low heat transfer coefficient (comparing to water). Chilled liquid
refrigerant has reduced enthalpy and therefore can absorb more heat during the

evaporation.

1.3.3.Cooling medium
The selected coolant is fluorocarbogFthat is described insection2.5.2 It was chosen
because of its characteristics: electrically insulator,-flammable, nortoxic and stable

after the irradiation.
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1.3.4.Cooling plant layout
The Roman Pos are located in the highly irradiateareain the LHC tunnel. Thusll
control elements of the cooling plardre located in the IP5 service cavern which is
always accessible even when the LHC is operationalhe plant has four separate
cooling loops that lead to the sectors with RF&/o capped inputs andutputs are

prepared for the future upgrades and one line with dummy load heaters.

1.3.5.Cooling process description
The liquid refrigerant is stored in the water-cooled tank, which also serves as a
condenser. During the run, the coolant isunder high pressure brought to the

distribution rack where the pipe splits to four separate loops.

A manually operated TESCOM pressure regulator sets the pressure in eacantbop
pressure sensors measure the inlet pressures of the lodpse nominal flow bthe

refrigerant through eaclof the cooling lines i0[g/s].

The liguidcoolantthen entersinto the capillaries housed in the RR®unted in the loop
where it evaporates. The vapor exhaustedfrom the loops through a TESCOM back
pressure regulatory a pair of compressors connected in parallel. Thepsett of the

TESCOM bagiessure regulators needs to be adjusted manually.

The ompressorspower depends on the amount of the coolant circulating through the
cooling loops. The line with the dumnigad is usedo maintain cooling plant stable
when the flow of the coolant through theormal cooling lines idessthan 8[g/s]. The

simplified schematic of the cooling plat¢picted inFigure3.

1.3.6.Existing cooling plant control system
Stable cooling process éssentialfor safe operation of the Roman Pots sdétectors.
Thus the TOTEM cooling plant requiresr@iable control and monitoring system that
would prevent damage of the cooled RPs and the cooling plant it$ék. man
requirements forthe control system (CS) regarding the cooling atart up and shut
down ofthe cooling process, adjusting the cooling parameters (inlet pressure and outlet
backpressure of the coolant) and monitoring the RPs environn{erhperaturesand

vacuum pressure)
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The CS is based on the tW8IEMENS 7200 PLQow-level controllers The firs one

serves forcontrollingand monitoringthe cooling processThe second one is in charge of

the vacuum system. The status of the operation is comecaied to the high level

control via the SIEMENS Communication RudichR2 Say Qi KI @S | 00Saa
elements Thusthey areprotected against the unwanted access from the outer systems.

The high level control is built in the PVSS Il supervisory s@ftthat is communicating

with low-level controllers over the Simatic OPC servéhe high level controller is
included in the TOTEM DCS hierarchy.

Demineralised
water network

Back Pressure Regulators TESCOM 1"

100 mbar @ 10 gis (=) Roman Pots P'essurfoﬁ‘ﬁgzt%SJ)Es‘,SOM a
Y -Six RPs/Sector 9
" HEX -Two capillaries/RP LOOP 1 - Sector 56,
X Distance147m 3/
(7S RP Coil 1 DX
& ) S A ~
RP Coil 2
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P!l Distance 220m || N
% X<
LOOP 3 - Sector 45, %
<_| i ‘ Distance 220m
) / <
N\ / ()
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«—]| X<
Y Donaldson %
Ultrafilters _b_&_( \
1 J b
ab S
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| d b
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Figure3 ¢ TOTEM cooling plant scheme

The CS carmeparatelycontrol coolingprocess infour cooling loops. Each cooling loop
can alter between three different states The states and conditionsorrespondingto

them are described in the list below.
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A ON State: The electromagnetic valves on the liquid side and on the vapor side
that holds the liquid in the tank are open. The valves at the beginningaatite
end of the cooling loop are open.

A OFF State: The electromagnetic valve on the liquid side of the cooling loop is
closed. The coolant is being recuperated from the loop into the tank.

A LOCKED State: The electromagnetic watvethe liquid sideand o the vapor
side of the cooling loop areclosed. The cooling loop is ready for the

maintenance.

The parameters of the coolingpressure of the coolant passing to the cooling loop and
the pressure of the vapor leaving the cooling loop (bprssure); canbe adjusted by a
set of manually operated TESCOM pressand backpressure regulators. d¢ such

operation presence ofkervice personnel iequired

1.4.  The goals of the thesis

The TOTEMooling plantdescribed irsection1.3isgoing to be upgraded teystem that
allowsremote control ofits all cooling parameters. Thelan is to replaceghe manually

operated action elements (pressure and bamkssure regulators).

The Roman Pot suibetector is a unique device that is locatedan area with a very
difficult access and almost no possibility for repairs during the LHC operation. Therefore
only reliable and proven solutions can be used for the construction of any of its sections,
including the cooling plantOn the other handthe component selection is limited by

the budget restraintsthat is why the chosesolution must be affordable.

The thesis aims to collect necessary information and software resources that could be
used for the selection of the most appropriate solutiombe list of all tasks is according

to the specifications:

A. To poposetwo low costhardwaresolutions for theautomatedpressure regulation
of theinlet liquid coolantpressure in the TOTEM cooling plant cooloaps

B. To popose two low cost hardware solohs for the automated backressure
regulation of the outlet vapor coolant pressure in the TOTEM cooling plant cooling

loops.
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. To arry out performance testsf the most promising solutions on a real system.
. To cevelop software solution for the control ofthe modified cooling plantthat
would be compatible with the current control system of the plant and with the

control system of the TOTEM project
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2. Theoretical background

This chapter reviewsmportant concepts,processesand deviceghat are referred in
other parts of thisdocument Detail description of the issues can be found in ¢tited

documents.

2.1. Industrial control system

Industrial control system (ICS) is a group of control subsystems that are currently use in
the industrial control¢ supervisory ontrol and data acquisition (SCADA), distributed
control systems (DCSs) and programmable logic controllers (PLCs). ICSs are used

typically used in industries such as water,asitl gas, powelplantsor data processing.

Scheme of the industrial control sgsh isdepicted in Figure4.

[ W e—{ 11

OPC -Industrial network

Direct wiring

\ N Ay ) ¢ \v
t Signals from/to technological process
Sensor array and action elements

» /#I/ ;mu & [I

Figure4 ¢ Industrial control system schematic

2.1.1.Distributed control system
Distributed control systemarchitecture decentralizes the subontrol elements along
the whole industrial installation. DCS setup gives control system robustness,

expandabity and flexibility. As drawbacksstand more complicated networking and
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higher requirements on the financial resources comparing to the centralized control. In
the design of the DCS are as sgntrol elements usually used input/outpui/O)
programmable mdules capable of communication via standard indastr
communication protocol AN Open, PreBus, Industrial Ethernet, Lon Works, €)c.
The module receives information from the inpelements in the processénsors) and
transmits instructions to the wtput elements in the field. Module can serve as a local
controllerandit is still connected to the centradlata collectorthrough thefield-bus The
central controller is connected to the human machine interface (HMI) or tompieator
consoles. DCB8ata colector can also use a SCADA system for the connection to the
physical equipment. In this thesis the DCS is considered as a layout of the hardware
components and SCADA as a software framework that provides functionality for the
DCS.

2.1.2.Supervisory contro | and data acquisition system
SCADA refers to a system that collects data from various sensors at a factory, plant or in
other remote locations and thetransmitsthis data to a central computewhich then
manages angbrocesses this informatiort can bealso seen as a system with many data
elements called data points. Points can be either hard or soft. A hard data point can be
an actual monitor/sensor; a soft point can be seen as an application or software
calculation. Data elements from hard and softimie are recorded and logged in the
data-base (DB) to create a time stamp or history. SCADA is usually opettatedgh
HMI thatprovideseasy access to the system and to the collected data. The design of the
access depends on thgarticularsystem and onits purpose &éccess to large potentially
dangerous systems needs to be well secur@&fta maintained bysCADA is also being
used for determination of the current state or for the forecast of the future states of the
system. Thiknowledge can & used forthe modeling of thecontrolled procesdinite
state machingFSM). Software implementation of SCADA can be found in multiple well
known software packages (e.g. Honeywell EXPEREDM,PVSS IISiemensSimatic
STEP7, etc.).
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2.1.3.Human Machine Interface
A SCADAystem usually includes a user interface called Human Machine Interface (HMI)
or Graphical User Interface (GUThe HMI is location where data is processed and
presented to be viewed and monitored by a human operator. HMI's are an easy way to
standardize lhe facilitation of monitoring multipldow-level controllers (LLCs) such as
PLC, ELMBs or other programmable controllers. LLCs usually runpsogrammed
process and monitoring each of them individually can be difficult, becausectirelye
spread out oer the wholesite. Because LLC historically had no standardized method to
display or present data to an operator, the SCADA system communicates with them
throughout the industrial network and processes information that ientheasily
disseminated by the HMThe HMI can also be linked to a SCAlBt#&-baseand it can
use data from the technological process to provide graphs on trends, logistic info,
schematics for a specific sensor or machine or even make troubleshooting guides
accessible. HMIs are usuallyilb in the SCADA softwargvhich provides functionality

how to visualize data to operator and which collects batch operator actions.

2.1.4.Finite state machine

A finite state machine (FSM¥ a model of system

behavior composed of a finite number of states, ¥ 2

W

industry, optimized FSMs used which states for | |
|

the machine with the minimum number of states.
The design of the FSM is usually done by graph
Qutputs

diagrams that display all possible statesdastate

transitions between those states, and actions. I

Figure5 ¢ FSM logic
transition conditions. The FSM transition logic

between states is shown on th&gureb.

2.2.  High level control

A high level control (HLC) stands the top of the control hierarchy. The HLC has
information about the global state of the cawiled systens and through thelow-level
controllers can access to its any part. The BL@ually realized by an interconnected

industrial computers or PC workstationsning the SCADA software

23| Chapter Theoretical background



2.3. Low-level controller

A low-level controller (LLC)s afront-end controller used in the technological process.
The controller is in direct touch with thection elements ané communicates gathered
information to the higher levels of the control hierarchy. Typical example of the LLC is

programmabldogic contrdler (PLCr embedded local monitor board uniELMB)

2.3.1.Programmable logic controller
A programmable logic controller (PLC) is a digital computer used for automation of
various industrial processes. The PLC is designed for multiple inputs and output
arrangements, extended temperature ranges, immunity to electrical noise, and
resistance to vibration and impact. Programs to control machine operation are typically
stored in batterybacked or norvolatilie memory. The programming is usually done in
the ladder l@ic and/or Petri netsthe program the runs in sequences.he programs
are evaluated in cycleg scan times. Typical scan time for PLC is in range #om
milliseconds(e.g. Honeywell ¢c30000 hundreds millisecond¢depending on thePLC

hardware setup an@n the complexity of the program

PLC may need to interact with people for the purpose of configuration, alarm reporting
or everyday controlTherefore,a HMI is usually employed when the level available of
the graphical user interface depends on theual PLC hardware setup (LED output/text
messages/complex GUI available from the remotely connected computer). The 1/O
ability of the PLC depends on its hardware configuration iaigdn be usually modified

or expanded if neededhrough I/O modules. Nowadgs there are available extension
modules for all standard I/O digital and analog ranges. The PL@scaieced by many
vendorsg Siemens, Honeywell, WAGO, etc.

2.4. CAN (pen communication protocol

CAN Open isa communication protocoldefined by the CAN in Autcation (CiA)
organization.The detailed description of the protocatan be found af(7). The CAN
Openstandard implementshe seventhlayer of the OSI/ISO communication model, the
application layer The interoperability of devies from different manufacturerss also

granted by standardization of thellowing items.
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The communication profile

It defines the communication between devices connected to the bus. The
communication model implementsthe masterslave and also the slaveslave
communicationsAt least one master device must be connected to the CAN Open bus to

perform the startup and initial operations

The Dece Profile Specifications
It specifiesthe specificbehavior for different types of devices such thahe basic

network operation is secured

Object Dictionary
The object dictionarys adata-basewith an ordered collection of objects containing the
description of the device aniis network behavior The object dictionary is not stored

directlyin the CANDpen nodesbut it is provided in the form of aalectronic datasheet.

Standardized communication objects
Twoobject types are defined:

A Process data objectdroadcasted and unconfirmed messageish high priority
used for realtime transfer. This type of communicain is usually used for the
control commanddecause they are immediately propagated to the controlled
device.

A Service data objects- confirmed messages used in thepeerto-peer
communicationbetween two nodes The messages have low priority and they

aretransmittedin the ime of bus lowlevel occupancy.

Standardized Network Management

The network management defines the possible states of the nodes, master node
competences, supervision over the bus and the stgrtprocedure. Themaster node
handles thetransition of the slavenodesbetween the possible states: initialization, pre
operational, operational and stopped. After the boot up sequence the device enters in
pre-operational state The two mechanisms for thenetwork supervision are

implemented¢ node guarding and lifeugarding (only one can be active)

Standardized systems services for synchronous operation of the network
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The network master can query values of the input channelsségding a SYNC

command to the bus.

2.5.  Evaporative Cooling

Evaporative cooling is a physical phenomenon which evaporation of a liquithto
environment cools a surrounding area or objectfie cooling is usually realized by a
heat engine that work according to the first thermdynamical lawunder which it is
possible to chage the internal heat energy or worlkleat engine must also respect the
second thermo dynamical low according to which is not possible full heat conversion
Evaporative coolingan beused inmany applications from the cooling of civil buildings

to cryogenic applications.

2.5.1.Two stage evaporative cooling
Twostage evaporativeeooling improves the standard evaporative cooling abdngs
advantage of working with the coolant in ambient temperatures during most of the
cooling cycle for the industrial systenis.the first stage warncoolantis precooled
indirectly (by passinthrougha heat exchanger that is cooled 8ifferent cooling circuit
- water, evaporation on the outsideetc.). In the secondstage (direct stage) the pre
cooledcoolantpassedo the evamrator. The media pressure reduces here sharptyis
reduced by capillaries or the volume of the evaporatdriggerthan the pipelines in the
previous pars of the cooling circuit. The boiling temperature @folingmedia changes
together with the presure therefore the coolant starts evaporating cooling the
surrounding area. The vapor is usuahainedfrom the evaporator by a compressor in
to the condenser wherd is compressed to a pressure which corresponds to the boiling
temperature higher tha the ambient temperature. Excess heat that arises during this

process is released into the environment.

2.5.2.0ctafluoropropan
OctafluoropropanGks (R218) is a chemical compound used in the refrigeration industry
as a coolant or a component in refrigeration xuires. Besides, it is used in the
production of semiconductors such as etching material. The R218 is suitable for usage in
the evaporative cooling systems because dieectric, radiation resistant, nontoxic and

stable. The bounary between the liquidand vape state is shown orthe pressure
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enthalpy diagram depied on Figure6, adopted from(8). More informationabout this

topic can befound at (9).

10,0

T IIIIHI
[

1,00

Pressure (bar)
—t
<
N

T
]

0.100 | / A Ll

150, 200, 250, 300, 400,

Enthalpy (kJ/kg)

Figure6 ¢ Octafluoropropan pressure enthalpy diagram, adopted fron(8)
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3. Control system components selection

This section describes the selection of the technologies and hardware components that
can be used for thecooling plant.The whole system was prepared as modular and
scalable.lt must not only work with TOTEM cooling plant, but alsohatihe testing
coolingplant. From this restrairarisesthe need forarchitecture thatwould be fail safe

but also easily adjustable, hardware independent and compatible wlitsady used
monitoring systems. The design of the control system was also irdaderiby the

information adopted from(10).

Thesoftware part of the controbystems has to be capable of handling readout of the
cooling plant sensor array that consistsm approximately80 individual analog sensors
and contrd of at least 10 action element$he price is not essential for the selection of

the software package, but product available with CERN license is preferred.

The main limitation during the selection of the hardware components were the price of
the componems (components should be leaost) and their reliability the repairs are

difficult during the cooling plant operation.
During the components selectiowb pathswere considered

A Use similar software and hardwatechnologiesto the ones of CMS and other
LHGexperimentsand modify themif necessary.
A Utilize completely different technologies and provide a compatible

communication interface.

At least two possibilities corresponding to this philosophy were on every decision

making level judged to determiné& most appropriate solution.

3.1. SCADAsoftware products comparison

The goal of the SCADA products comparison was the selection of the most suitable
software package for the implementation of the cooling plant control systéhe
comparison waslone on a sebf software products for industrial applications that are
commonly known whose license was availabl€he tested products were Honeywell

Experion and ETM PVSS 2.
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Analyzed parameters used for the selection of the software were

A Hardware requirements
Scalaility.

Connectivity with the OPC server.

o Do o

Data storage system

3.1.1.Experion
Experion is a commercial SCADA system produced byAmherican company with

international scope and a broad range of business activities.

3.1.1.1. Experion architecture
Experion SCADA is enger based solution consisting of components depicte&igure
7. All hardware controllers and external data sources communicate wilertonserver
over LAN via TCP/IP protocol. The SCADA engine runs in Windows 2003 server
envronment only. There is supported a server redundancy option, with server A and
server B as a hattandbyback up pair. There can be a grid of up to 20 servers mutually
communicating together. All data from all servers can be accessed by up to 40
simultaneously connected client stations, which can visualize or access data from all

servers in the grid.

Figure7 - Experion based control system architecture
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