
CZECH TECHNICAL UNIVERSITY IN PRAGUE

Faculty of Electrical Engineering

BACHELOR THESIS

Martin Rektoris

Anomaly Detection in Periodic Stochastic Phenomena

Department of Control Engineering

Thesis supervisor: Ing. Tomáš Vintr
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Abstract

Chronorobotics provides spatio-temporal forecasting tools that were suc-
cessfully applied in the field of autonomous robotics. However, these
methods do not provide an appropriate tool to detect novelty. This thesis
concerns suitable tool for novelty and generally outlier detection for this
scientific field. It provides research of suitable methods from both fields,
combines them and evaluates their combinations in the experiments. Al-
though some of them show good quality on synthetic time-series, their
application to real data reveals the necessity of further development.



Abstrakt

Chronorobotika nab́ıźı nástroje pro předpovědi v čase a prostoru, které
byly úspěšně použity v autonomńı robotice. Nicméně, tyto metody
nenab́ıźı vhodné nástroje pro detekci nových jev̊u. Tato práce se zabývá
vhodnými nástroji pro detekci nových jev̊u a obecně detekci odlehlých
pozorováńı v tomto oboru. V této práci jsou také zkoumány vhodné
metody z obou obor̊u, které jsou kombinovány a jejich kombinace jsou
vyhodnoceny v experimentech. Ačkoli některé metody se zdaj́ı být
velmi slibné na syntetických časových posloupnostech, jejich aplikace na
reálných datech ukazuje, že je nezbytný daľśı vývoj.
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1. INTRODUCTION

1 Introduction

In the thesis, I am concerned with applying anomaly detection methods regarding
Chronorobotics principles [1]. The original idea was to detect outliers in spatio-temporal
data while modelling time-space together. The research topic was derived from the current
issues in the mobile robotics domain, where autonomous robots are expected to deal with
the dynamics of the human-populated environment.

Last year, the social setup changed in a way that thwarts the regular human behaviour
datasets collection. It was expected to gather the data from the corridors of different
universities, but universities were closed. We arrange data collection from the factory, where
labours work in shifts, but it was closed due to the spread of disease and never restored to
full-fledged running. We were forced to change the data collection, which heavily influenced
this thesis. The data we are collecting now lacks the immediate spatiotemporal context.
The spatial context can be gathered from the global position and parameters of different
places, which is beyond the scope of this bachelor thesis. Therefore, the data analysed in the
experiments are pretty common data-series, which do not highlight the main advantages
of chronorobotics forecasting methods. On the other hand, the collected data are small,
sparse, and irregularly acquired, which prevent the mainstream approaches based on neural
networks and developed for big data from being applied.

The lack of the human behaviour datasets that include labelled outliers led me to show
the properties of the compared methods on synthetic time-series created according to
the only type of data we are gathering now. The real dataset consists of ordered classes
describing the relative crowdedness of different places irregularly measured during few
weeks. Such data collection can represent an introductory scenario for a service robot in a
shopping mall. Let us assume that the service robot has its tasks, but it can also perceive
its surroundings. It does not have time to go through all places and count all people at
every place, but it can estimate the relative crowdedness in a similar way as it was defined
in the FreMEn contra COVID project. After few days of the extensive model building,
it can detect suspicious situations, include rare events into its schedule, or improve its
recommendation system in a way that will not send customers to unexpectedly crowded
places.

In the experiments, different forecasting and outlier detection methods are combined
and tested over the vast amount of synthetic time-series generated in chosen fashion. Then
I analyse the ability of different combinations of methods to predict the outliers with a
particular focus towards finding the suitable value of the threshold, the main parameter
that divides outliers and inliers. The methods are then applied to the real datasets with
chosen threshold, and the evaluation of the results is provided. It was shown that the
complexity of human behaviour with sparsity and irregularity of proposed data collection
that simulates random exploration of a service robot led to a general inability of tested
methods to provide considerably good outlier detections.

1



2. FORECASTING METHODS

2 Forecasting methods

2.1 Motivation

The advances in autonomous robotics allowed the deployment of robots in a human-
populated environment [2]. This environment changes dynamically according to human
actions [3], daytime [4], and seasons [5]. For the robot to operate long-term in this envi-
ronment, it is crucial to incorporate these dynamics into its model [6] which is used for
localisation, mapping, and navigation [7]. Therefore, we cannot neglect the dynamics rep-
resented by the temporal part [8]. We need to analyse the data features (position, velocity,
and others) and timestamps of measurements of features together. If we try to incorporate
time in our model, we can encounter some problems due to its nature [9]:

1. The first problem is that time is “infinite”, and we cannot measure it to the “end”.

2. The second problem is that time is unrepeatable, and we cannot measure the same
point twice.

Most state-of-the-art methods cannot deal with these problems, especially on sparse
datasets with unevenly spaced measurements.

Krajńık et al. [10] addressed the issues mentioned above and came up with the idea of
using the frequentist approach for modelling temporal data. The most recently presented
method is called Warped Hypertime [11]. It transforms “limitless” time to a bounded
multidimensional vector space, which can be analysed using standard statistical methods
or more advanced directional statistics methods [12]. The Warped Hypertime method has
shown to improve robot localisation, navigation and mapping in the long term.

Additionally, it was shown that some forecasting methods used in chronorobotics [13]
could be used other than the robotic domain. For example, in prediction demand [14] or
recommendation algorithm domain [15].

2.2 General approach to time-modelling

Timeseries is usually analysed using decomposition into components [16]. Having time-
series f(t) for some timestamps t, the series can be decomposed into the trend, seasonality,
and noise. These three components are combined depending on the nature of the model.
The combination can be additive or multiplicative.

[Regresive methods] Modelling the trend can be performed using standard regression
methods such as linear regression [17] or support vector regression [18], which commonly
serve as baseline methods. Another commonly used methods are autoregressive forecast-
ing methods [19]. These methods work with stationary time-series or time-series that are
stationary after a procedure called “differencing”. It consists of methods such as ARIMA,

2



2. FORECASTING METHODS

SARIMA or STARIMA. However, these methods also require to work with time-series
as sequences, which are chronologically ordered and have equally sized timestamps. The
solution to uneven steps might be an interpolation of missing values when only a few of
them. This approach fails with large and frequent gaps in data, which is quite common
in many cases. The main problem of approaches to the time series forecasting that expect
regular steps is their ability to predict ”few steps into the future”, which leads to their
inability to predict values in specific timestamps. Although sequential forecasting is under
heavy developement [20], it was shown to be impossible to apply that on non-sequential
timeseries [21].

Apart from the tools to analyse sequences, there is a time-series forecasting tool called
Prophet [22]. The forecasting method is based on an additive model with a nonlinear trend
with seasonal components represented by the Fourier series. The method is fitted using a
probabilistic approach - a maximum aposteriori estimate. Bayesian inference is performed
for the normal distribution parameters that are centred around the model’s curve. The
fitted curve is the mean of the normal distribution given some timestamp. Moreover, every
parameter of this method has its prior distribution, enabling Prophet to fully automated
model-fitting and forecasting. Contrary to other methods like ARIMA, Prophet is robust
to data with unevenly spaced timestamps. This method represents the state-of-the-art for
one-dimensional time-series forecasting.

2.3 Chronorobotics approach to time-modelling

Chronorobotics present an approach to spatiotemporal modelling that focuses on mod-
elling space and time together, not as separated entities. This approach has been shown to
improve long-term prediction and enable robots to operate in a given environment for a long
time [8]. The approach says that in the robotics domain, the trend can be neglected [23]
and that it is sufficient to model only periodic characteristicsi [24].

Frequency Map Enhancement The first Chronorobotics model is Frequency Map
Enhancement [10], which was presented to model environmental dynamics. This method
discretises a spatio-temporal space into a cell, where each cell represents the state of the
cell - cell is either occupied or not. Used methods were applied in hospital in Austria to
help service robot plan its way [25].

Warped Hypertime Warped Hypertime [26] has been applied to multiple scenarios.
The work of Kubis [14] successfully combined methods from the Chronorobotics domain
with the prediction demand domain, which resulted in the creation of new spatio-temporal
models, as well as in the new area of possible applications. Work [2] of Vintr focuses on
prediction direction, speed of pedestrian flows over time and space.

3



2. FORECASTING METHODS

Novel Approaches There also was more theoretical work of Menzl [12] which focuses
on the improvement of the currently used Chronorobotics method employing directional
statistics. The author presented multiple novel approaches to spatio-temporal modelling.
However, the most promising ones use a method of moments as a method for distribution’s
parameter estimation. It results in a system of nonlinear equations, which does not always
have a solution, and therefore is unstable.

2.4 Evaluation of forecast

The usual way to evaluate forecasting quality is a family of measures derived from
“mean square error”, such as RMSE, MAE, MAPE [16]. Although these measurements are
a usual part of toolboxes and manuals, there exists protracted debate about their general
applicability [27]. Different authors proposed more suitable measures like Geometric Mean
of the Relative Absolute Error and Median Absolute Percentage Error that reflects the
relationship of evaluation to decision making [28, 29]. Hyndman et al. [30] proposed Mean
Absolute Scaled Error, which on the other hand, can be used only for forecasting sequences.

Chronorobotics faced the simmilar issues [2]. The thesis of Filip Kubis [14] designs ap-
propriate criteria for demand forecasting. The presented evaluation metric, called Random
Area, deals with issues that arise while comparing discrete and continuous models. Vintr et
al. [24] proposed two evaluation criteria, Total encounters and Expected encounters derived
from the “service disturbance” distribution. Similarly to [28] they stated that the measure-
ment has to reflect the purpose of the forecasting. Although the criteria were derived for the
specialised task, Expected Encounters (EE) can be applied to different forecasting tasks,
where the purpose of the forecast is to meet or evade high or low values.

Simplified Expected Encounters

Definition. Given a set of real values Y = {yi}ni=1 and set of predicted values P = {pi}ni=1

we define EE(Y,P) as

EE(Y,P) =

∫ 1

0

E(br · nc)dr , (1)

where the function E(k) is defined as

E(k) =
k∑

j=1

yj . (2)

Function E(k) represents the cumulative sum of observed values yj, where the values yj
from the set Y were sorted in ascending order using corresponding predicted values pi as
indices for sorting.

4



3. ANOMALY AND OUTLIER DETECTION METHODS

3 Anomaly and outlier detection methods

Outliers and their analysis are part of standard statistical data analysis. Before we tackle
the problem of outlier detection, we must define what an outlier is. There exist multiple
definitions of what is an outlier and what is not. There are also multiple ways how to
classify outlier detection methods. The purpose of the following subsection is to look into
outlier definitions and types of outliers. This section discusses these ideas and provides the
basis of state-of-the-art outlier approaches. For simplicity, we will use the terms anomaly
and outlier interchangeably.

3.1 Motivation

Outlier detection methods have numerous applications [31], ranging from credit-card
fraud detection [32] to detecting people walking irregularly [33]. One of the major applica-
tions is finding anomalies in biological sensorial data, such as ECG [34], EEG [35], EMG [36]
or actigraphy records [37]. An example of these would be heart arrhythmia in EEG, which
is anomalous, and our task is to detect it. A common task is finding anomalies in biological
image data, e.g., detecting malignant tumours in X-ray or MRI scans. Unusual symptoms,
changes, or test results (such as blood results) may indicate potential health problems of a
patient, could also be captured by anomaly detection algorithms. An example of this may
be work [37] which proposes an algorithm for the classification of acute insomnia issues.

Another domain of anomaly detection might be in the robotics domain, where a security
robot monitors pedestrian flows in a given hall. The application of anomaly detection
methods is to detect the “suspicious” behaviour of humans, such as walking in the hall at
night when the building should be closed, and no one should be there [23]. Such events
may be considered for security reasons. In addition, the robot should be ready to change
its spatio-temporal model and react accordingly if the model conflicts with a reality that
seems anomalous. Analysis of rare events can serve the robot as additional information
about the dynamics of the environment, which would help the robot plan its way through
the environment.

The problem that concerns us is tied to the project called kdynakoupit.cz, run by
Chronorobotics laboratory. A phone app called FreMEn Explorer, where people input the
relative crowdedness at their courant position was developed to predict the occupancy of
popular places [15]. A spatiotemporal model is then created to predict crowdedness at given
locations over time. However, a few problems arise. All user’s inputs are not homogeneous,
and some measurements may not reflect reality well and may cause a problem for some
methods. Thus, it would be a good idea to have a model that could detect anomalous and
biased measurements from the context of time, place and measured values. In the same
scenario, someone could deliberately sabotage the measurements by inputting completely
wrong measurements. Another application in this scenario is not tied to the user’s input

5



3. ANOMALY AND OUTLIER DETECTION METHODS

but to the nature of the data, where holidays, sales, or accidents may be considered an
anomalous event which might throw the forecasting model off.

3.2 Prerequisites

3.2.1 Types of Outliers

In this thesis, we base our definition on Hawkins’ definition [38] of outliers. It sounds:
“An outlier is an observation that deviates so much from other observations as to arouse the
suspicion that a different mechanism generated it.” Hawkins’ definition was also used by
Breuning et al. in their work about a density-based method called Local Outlier Factor [39].

We can divide outliers into three significant categories - point, contextual and collective
anomalies. Based on the reference set, we can also distinguish between local and global
outliers. [40].

Point outliers are single datapoints that significantly deviate from other data points in
the entire dataset. Point outliers are the simplest case of anomaly. They usually occur in
categorical data or unordered sets of data.

Contextual outlier (also called conditional outlier) is a data point that differs from
points with the same context. Datapoints labelled as outliers would not be labelled as
outliers if they happened in a different context. As an example, the context can be temporal,
spatial, or spatio-temporal. The temporal context is quite typical for time-series; e.g.,
considerable spikes in time-series are typical examples of contextual anomalies.

Collective outliers are subsequences that differ from the rest of the sequence. The
sequences classified as anomalies would not be anomalies if they occurred alone. They can
be found in time-series quite commonly as well. An example can be time-series, consisting
of a sinusoid of 1Hz frequency, and suddenly the frequency of the sinusoid changes to 2
Hz for a short period but returns to 1Hz after some time. The subsequence with frequency
2Hz would be considered a collective outlier.

Local outlier is such a data point that is outlying with respect to a given subset or
cluster in the dataset. The dataset may contain observations generated by a different
mechanism, e.g., different probability distributions. The important thing is to identify the
correct clusters in the data.

6



3. ANOMALY AND OUTLIER DETECTION METHODS

Global outlier is such a data point that is outlying with respect to the entire dataset.
The only assumption made is that the same mechanism generated all data points, e.g.,
they come from the same distribution. Method for global outlier detection usually uses the
entire dataset as a reference set which includes outliers.

3.2.2 Outlier detection approaches

There exist many ways how to classify anomaly detectors. Depending on the tweaks and
specific use cases, some methods may not belong directly to any of the basic categories or
may belong to multiple of them. The basic and the most straightforward way is to classify
outlier detection methods by their output into classifiers and methods providing outlier
scores [41]. They can also be divided into groups depending on whether they need labelled
or scored training data to learn patterns for future predictions. These categories are called
supervised and unsupervised. There also exist semi-supervised methods that combine both
approaches. Anomaly detection can be used during data preprocessing or to detect novelties
that do not fit the prediction. Specifically in time-series analysis, the anomaly detection is
used almost exclusively for novelty detection [42].

Classifiers are one of the mentioned types. Outputs of these algorithms are usually bi-
nary labels, which indicates whether a given data point is an anomaly or not. It is a common
practice to label anomalies as 1 and regular observations as 0. Multilabel classification can
also be performed. In such a case, we have multiple different types of anomalies in the
dataset and want to differentiate between them.

Outlier scores , on the contrary to classifiers, provide more information about the vec-
tor’s “outlierness”. Such methods usually estimate outlier scores as nonnegative real num-
bers. Very vaguely, the scores tell us how much a given point is outlying. The greater the
anomaly score is, the more anomalous the point is. The outlier score is sometimes called
the outlier factor. We do not need to classify points in some applications, and the anomaly
score is sufficient or demanded. However, we would like to know what is an anomaly and
what is not in most cases. Outlier scores can be thresholded to obtain binary labels. This
means, if the point’s outlier factor is greater than some threshold, then it is classified as
an outlier and vice versa.

Supervised methods are algorithms that need labelled training datasets to train them-
selves [43]. An example can be decision trees, SVMs and some neural networks [41].

Unsupervised methods are algorithms that do not need labelled training datasets to
train themselves, such as PCA [44], LOF [39], One Class SVM [45] and autoencoders [46,
47].

7



3. ANOMALY AND OUTLIER DETECTION METHODS

Anomaly detection on timeseries Anomaly detection methods in the time-series do-
main mostly rely on reconstruction error or forecasting residuals [48][49]. An example could
be LSTM autoencoders [50] which are often used as baseline methods.

3.3 Selected methods

I chose few outlier detection methods that form the founding block of many anomaly
detection concepts. They provide basic statistical, proximity-based interpretation of out-
liers.

Z-Score [51] is the most basic and simple method that can estimate outliers in univariate
data. It is also the basic method in time-series novelty detection. Let us define Z-Score Ti
of i-th observation xi from set of observations D = {xi}ni=1 as

Ti =
xi − µ
σ

, (3)

where µ stands for the population mean of D and σ is the population standard deviation
of D. Observations xi, for which |Ti| ≥ T holds for some determined threshold T , are
classified as outliers and vice versa. Samples xi are assumed to be normally distributed.
The famous rule, called 3-sigma rule, is based on the assumption that the observations xi,
for which |Ti| < 3 holds, lie within approximately 99, 73% two-sided symmetric confidence
interval. The downside of the method lies in the estimation of parameters of underlying
distribution when the distribution of population is unknown. The estimation is not robust
because the mean and variance (or standard deviation) are easily influenced by outliers.
A related and more robust tool to find outliers in univariate data is a boxplot. It was
presented by Tukey in [52]. The boxplot is based on the quartile values of the data. The
“box” is “centred” around the median (the second quartile) and has its lower and upper
bounds given by the first and third quartiles. The interquartile range (IQR) is calculated
as the difference between the third and first quartiles, IQR = q3-q1. Datapoint x is an
anomaly if x > q3 + 1.5 · IQR or x < q1 − 1.5 · IQR. Although the boxplot is more robust
than the Z-Score, it does not provide an outlier score.

Mahalanobis distance [53] Mahalanobis distance dM(X|µ,Σ) between random vector
X and a given multivariate normal distribution N(µ,Σ) is defined as follows:

dM(X|µ,Σ)2 = (X − µ)TΣ−1(X − µ) , (4)

where µ and Σ are the distribution’s mean and covariance matrix, respectively. This can be
viewed as a multidimensional variation of Z-Score with the measure of distance similar to
L2 norm in curved space (when covariance matrix is idenity matrix, it becomes exactly L2

norm). The square of Mahalanobis distance, dM(X|µ,Σ)2, is connected with a chi-square
distribution with n degrees of freedom, where n is a number of variables. In a simplified
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3. ANOMALY AND OUTLIER DETECTION METHODS

way, dM(X|µ,Σ)2 ∼ χ2
n. That allows us to make a hypothesis on d2M(X|µ,Σ) and test

it at chi-squared distribution’s significance levels α, which gives Mahalanobis distance
statistical interpretation. We can say that points with Mahalanobis distance greater than
some threshold are outliers and vice versa, as in Z-Score’s case.

The variable(s) X is not usually normally distributed, which leads to errors in the es-
timation of the parameters mean and covariance [54]. The estimated covariance matrix
has to be regular, or the regularisation has to be applied. The parameters estimation is
fundamental in the domain of anomaly detection because outliers can heavily influence the
mean and covariance matrix and therefore affect the entire anomaly detection task [55].
Mahalanobis distance, by its definition, does not perform well in data generated by mul-
timodal distribution or data forming multiple clusters. The method can be extended for
multimodal data if the number of clusters is known or estimated using some of the clus-
tering methods as well as the clusters themselves. However, it leads to a more complex
pipeline with unpredictable quality of outlier detection. Mahalanobis distance is a kind of
hybrid between statistical and proximity-based methods.

Local Outlier Factor is the first density-based outlier detection method presented by
Breunig et al. [39]. Breunig tackled the problem with binary characteristics of outliers.
Instead of assigning to the observation binary state of being an outlier or not, he came up
with a scale named outlier factor, which characterizes the degree of outlying-ness of a given
observation. The algorithm can detect outliers in multivariate data with multiple differently
dense clusters but does not need prior information about clusters or their number. The
method uses one hyperparameter k, which affects the cardinality of the neighbourhood
of each observation. The choice of k affects its density by setting the boundary for the
minimum vectors needed to form clusters. Vectors that lie inside the cluster or in dense
areas have a local outlier factor approximately equal to 1, while vectors in sparse areas
have an outlier factor greater than 1. Vectors with an outlier factor greater than 1 can be
considered outliers in the case of binary classification.

The original paper uses a lot of make-up notation and functions that make the algorithm
challenging to grasp. Vintrova tackles this problem in her doctoral thesis [56] and presents
a general density-based algorithm for the local outlier detection task. After the LOF pro-
posal, multiple ideas of how to improve Local Outlier Factors appeared, e.g., LOF’, LOF”,
GridLOF proposed by Chiu et al. [57] or other works, such as LOCI [58], INFLO [59],
LoOP [60].

3.4 Evaluation of outlier detection

This subsection is concerned with regularly used evaluation metrics in the outlier de-
tection domain. Described metrics are based on the output of the confusion matrix, which
needs binary classification as an input. To evaluate the method providing outlier scores,
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3. ANOMALY AND OUTLIER DETECTION METHODS

we convert the given task into one or multiple binary classification tasks with a differently
chosen threshold T .

Confusion Matrix is a two dimensional contingency table that allows visualisation of
correctness of binary classification task, see Figure 1. The confusion matrix consists of four

TPTrue

True

FN

False

FPFalse TN

Reality

Prediction

Figure 1: Visualization of confusion matrix

fields, True Positives, True Negatives, False Positives and False Negatives. For simplicity,
let us refer to True Positives as TP, to True Negatives as TN, to False Positives as FP
and to False Negatives as FN. We will use these abbreviations in upcoming definitions and
terminology. There are different measures derived from the confusion matrix. True positive
rate (TPR), sometimes also called Recall, is defined as

TPR =
TP

TP + FN
(5)

True negative rate (TNR) is defined as

TNR =
TN

TN + FP
(6)

Precision is defined as

Precision =
TP

TP + FP
(7)

More complex metrics, Matthews Correlation Coefficient (MCC) is defined as

MCC =
TP · TN− FP · FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
. (8)

Matthews Correlation Coefficient, originally presented in [61], is just a discrete case of Pear-
son’s Correlation Coefficient between variables X and Y, applied to the binary classification
problem [62], where X is the actual label and Y is the predicted label.
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3. ANOMALY AND OUTLIER DETECTION METHODS

Receiver Operating Characteristic Curve (ROC Curve) [63] is a graph, where
False Positive Rate is plotted on the x-axis and True Positive Rate is plotted on the y-axis,
while threshold T is variable. The ideal classifier is the one that has TRP equal 1 and FPR
equal 0 for some value of T

Precision-Recall Curve (PR Curve) is a graph, where Recall is plotted on the x-axis
and Precision is plotted on the y-axis with variable threshold T . The ideal classifier is the
one with Recall and Precision equal 1 for some value T .

Area Under Curve (AUC) [63] is typically used in addition to the ROC curve. It
provides the size of the area under the ROC curve. It summarizes the ROC curve as one
number between 0 and 1, where 1 represents a perfect classifier.
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4. DATASETS

4 Datasets

Outlier detection methods in this thesis are defined in such a way that they do not
require labelled anomalies in the training data, which is supported by the fact that anomaly
detection is quite commonly performed as an unsupervised task [64]. However, since we
also want to evaluate outlier detection methods objectively, we need to have labels in the
testing data. We are also looking for a dataset with strong periodic behaviour with a lack
of trend, which is the basic assumption of chronorobotics forecasting methods.

I decided to test the hypotheses on synthetic periodic time-series data with synthetic
outliers first, similar to the authors of [39, 45, 65, 66, 67] whom all used synthetic datasets
in their works. Based on the outputs from the synthetic data tests, I will apply the methods
to the real time-series from the FreMEn contra COVID database. The database consists
of relative crowdedness measurements over multiple places in Czechia.

All tested time-series in this thesis have the same structure of time-dependent variable
derived from the real datasets. The values can acquire integer values between zero and five,
where each of the values has a qualitative meaning:

• 0 - Closed,

• 1 - Empty,

• 2 - Low Traffic,

• 3 - Medium Traffic,

• 4 - High Traffic,

• 5 - Full, Crowded.

Although these qualitative values lack the precision compared to the number of people at
the place, it has its advantages. First of all, it is effortless to estimate the value during
measurement. Such measurement also does not violate the usual requests of the owners of
measured places, who find the information about the exact number of people in their place
private. The values are also comparable between differently large places, as the meaning
of the values is “crowdedness relative to the size of the place”.

4.1 Real datasets and possible scenario

The information system of the project FreMEn contra COVID was finished during the
writing stage of my thesis. The database consisted of a relatively small amount of data. As
the whole system is quite complex and generalises the information gathered from different
places, the time-series from individual places were not of the quality suitable for my exper-
iments. I decided to provide the system with my own measurements over seven places in
proximity of the university building. The measured values of relative crowdness are used
in the last experiment.
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Measured places

1. Albert - Karlovo nám. 15, 120 00 Nové Město, Praha

2. DM - Karlovo nám. 292/14, 120 00 Nové Město, Praha

3. Billa - Atrium, Karlovo nám. 2097/10, 120 00 Praha

4. Dr. Max - Karlovo nám. 313/8, 120 00 Nové Město, Praha

5. Costa Coffee - Karlovo nám. 8, 120 00 Nové Město, Praha

6. Bistro - Václavská pasáž, 120 00 Nové Město, Praha

7. Svatováclavská cukrárna - Václavská pasáž, 120 00 Nové Město, Praha

The training data were gathered during three weeks of systematic measuring. I measure
at random times of the days, usually ten times a day. I did not measure every day. Some
days I measured only a few times. Every training time-series consists of approximately 150
measurements.

The test data were gathered during one day. Every place was measured every thirty min-
utes with a small deviation as possible. The measurements also included the exact number
of people for the further and more complex experiments. Every test time-series consists
of 49 measurements. As the purpose of the data is to predict the relative crowdedness of
the places and my thesis concerns with outlier detection, I needed to include and label
synthetic outliers into the test data, see Section 4.3.

4.2 Synthetic datasets

Various synthetic time series scenarios were designed to test anomaly detectors and their
characteristics to the full extent. This subsection describes each of the scenarios as well as a
general approach to generate synthetic datasets. Each scenario defines a generating function
or multiple generating functions from which we sample values at random times. Gaussian
noise is added to the sampled values and rounded to the nearest integer after that. Each
scenario consists of hundreds of time-series generated with the number of “measurements”
in the range between 60 and 240 during three weeks. Every test dataset is generated
during the “seventh” week, i.e., three weeks after the training dataset. Every test time-
series consists of 2016 rounded values obtained every 5 minutes. 10% of the values were
changed and labelled. They serve as outliers. Every outlier is an integer between 0 and 5
with the difference from the original value at least 2.

Weekend scenario The first scenario is called the Weekend scenario. In this scenario,
the generating function evinces daily and weekly periodicities. Peaks of values happen
during working day noons, see Figure 2.

13



4. DATASETS
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Example of training dataset: Weekend scenario
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Figure 2: Example of 1 week of training data with 40 sampled points in Weekend scenario,
including graph of generating function.

Lunch scenario The second scenario is called the Lunch scenario and is similar to
Weekend scenario. However, peaks happen twice a working day, once before and once after
lunch, except with weekend, where peak exhibits at noon, see Figure 3.

Bimodal scenario The third scenario is called the Bimodal scenario. It was designed
to test the ability of methods to detect outliers in time-dependent variables with the
multimodal distribution. The data is generated using two processes, where each has a
periodicity of 2 days, and their mutual phase shift corresponds to 1 day. After the random
sampling is performed, the value is gathered randomly from one of generating functions,
see Figure 4.
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Figure 3: Example of 1 week of training data with 40 sampled points in Lunch scenario,
including graph of generating function.

4.3 Synthetic outliers

In both synthetic and real time-series, we need to include labelled outliers. The real
data, by its nature, do not consist of known outliers that can be labelled. We expect that
natural phenomena generated anything that happened during the test day.

The timestamps with the outlying values were chosen as a random subset consisting of
10% of all timestamps in every test time-series. The distance between the value of gener-
ating function at the timestamp and the outlying value was between 2 and 5, but every
outlying value was integer between 0 and 5. In the Bimodal scenario, the only possible
difference suitable for the time-series was 2, because the largest distance between functions
was 4, and the largest distance to the maximum possible values from both functions to-
gether was 3 (but only in a minimal number of timestamps). The different shifts of values
were chosen uniformly, i.e., the same amount covered every distance and direction.
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Figure 4: Example of 1 week of training data with 40 sampled points in Bimodal scenario,
including graph of generating functions.
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5 Methods in testing environment

This section revisits methods used in follow-up experiments and describes the testing
environment. All experiments are performed in the docker [68]. It is possible to include
new methods and new datasets into the experiments. The methods are implemented using
python3 [69] with standard libraries. Machine learning and outlier detection methods are
implemented using scikit-learn library [70]. Some heavy processing functions of FreMEn
and WHyTe are implemented using cython [71].

Note The experimental environment follows up Kubis’s work [14], who designed auto-
mated evaluation tool. Special thanks go to Zdenek Rozsypalek, who implemented and set
up the docker. In terms of the tool, my work extends Kubis’s benchmarking tool with the
interface for anomaly detection methods, datasets, experiments, evaluation metrics, and
visualisation.

5.1 Forecasting methods

All implemented forecasting methods follow standard setup - they include following
functions:

• fit takes 2-dimensional array of times and dependant varibale values and outputs
leaned model.

• predict takes 1-dimensional array of times and outputs prediction of dependant
variable values.

FreMEn The datasets for FreMEn are discretised into six cells (with indexes 0, 1, 2, 3,
4, 5), where each cell has its binary dataset. The cell indexes j represent the original value
assigned to the cell. Each binary dataset poses as an indicator of whether the state at a
given cell occurred.

The reconstruction of regression curve is implemented as in the original paper, which
proposes to take the argument of maxima of cell state probabilities:

y(t) = argmax
j

pj(t) , (9)

where si is values assigned to cell and pi(t) is probability of an event occurence at j-th cell.
Probabilities pi(t) are computed for discretized dataset according to original paper using
Fourier transfrom and Fourier series.

WHyTe Warped Hypertime was implemented according to original paper [26].
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Prophet We used the implementation of Prophet from the fbprophet library. The model
is automatised and does not require any parameter fitting. The only wrapper for bench-
marking tool interface was built. The wrapping includes converting timestamps into pandas
library [72] Dataframe format, which is required at Prophet’s input.

Historical models Historical models build their model on a period of P , divided into
multiple bins depending on each bin width and the overall number of bins. The prediction
at time t is calculated as an average of training dependent variable values that “fall” into
the same bin as (t modulo P ). We use three modifications of historical models:

• weekly model which is a historical model with the period of one week.

• daily model which presents a historical model with the period of one day.

• mean model which predicts an average, calculated over all training values of the
dependent variable.

The number of equally spaced bins for Weekly and Daily models was chosen as d
√
ne,

where n represents the number of training data samples.

Model name Description

WHyTe Warped Hypertime predictor
FreMEn Frequency Map Enhancement predictor
Prophet See paragraph about Prophet
Weekly Historical model with weekly period
Daily Historical model with weekly period
Mean Historical model over entire training data

Table 1: Table of used forecasting methods

5.2 Anomaly detection methods

For this thesis, we suggest multiple anomaly detection methods. All them follow same
template, which includes implementing following functions:

• fit takes 2-dimensional array of times and dependent variable values as input and
outputs trained model.

• predict scores takes 2-dimensional array of times and dependent variable values as
input and returns outlier score assigned to given datapoints,

• predict takes 2-dimensional array of times and dependent variable values as input
and returns outlier binary label (1 means outlier, 0 means inlier).
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5.2.1 Forcasting methods with default outlier detection

FreMEn Outlier factor assigned observation that “falls” into j-th bin at time t is calcu-
lated as

OF(j|t) = 1− pj(t) , (10)

where pj(t) is probability of occurence of observation, which corresponds to j-th cell at
time t. If OF(j|t) > 1−α, for some given α, (t, j) is classified as an outlier. Note that this
works only for discrete variables.

Prophet The default outlier detector in Prophet uses an asymmetric confidence interval
around the forecasting function. I use its confidence interval boundaries similar to Z-Score’s
standard deviation.

5.2.2 Regressive outliers methods

Baseline methods for outlier detection in timeries is analysing residuals(error) between
predicted value and actual value:

error = f(target− prediction), (11)

where function f may represent for example absolute value or square. However, in our
case, we want to use signer error because of the nature of data. Therefore, function f is
identity function, i.e., f(x) = x. At first, general training process of our regressive method
is introduced. Anomaly detection phase is dectibed after that.

Learning phase

1. Make prediction at given times t using given forecasting method.

2. Calculate errors between target and prediction.

3. Analyse calculated errors to build anomaly models.

4. Set threshold T as a boundary for outlierness.

Anomaly detection phase

1. Make prediction at give times t using given forecasting method.

2. Calculate errors between target values and predicted values.

3. Compare errors with set threshold T .
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Choosing forecasting and error analysis methods

• Forecasting methods - arbitrary forecasting method, that predicts single one di-
mensional value x at time t, can be applied. We use all methods described in subsec-
tion 5.1.

• Error analysis/outlier detection methods - arbitrary one dimensional anomaly
detection method might be used. Analysis can be performed on raw error or after
normalising errors by Z-Score. We use Z-score, which normalises errors so that they
are centred around zero and have unit variance. Also, LOF [39] is applied to analyse
errors in our case.

5.2.3 Hypertime Transform based methods

We propose a new type of anomaly detection methods based on Warped Hypertime
Transformation [26], which we will refer to as HyT. The structure of these outlier detectors
has unusual learning and anomaly detection phase.

Learning phase

1. Find Hypertime Transform parameters (done automatically by HyT method).

2. Perform Hypertime space expansion using HyT.

3. Learn outlier structure over expanded Hypertime space using standard anomaly de-
tection method.

Anomaly detection phase

1. Perform Hypertime space expansion using HyT.

2. Predict outlier scores over expanded Hypertime space.

Almost any arbitrary anomaly detection method that estimates outlier scores in multi-
variate data can be applied to the expanded Hypertime space.

List of specific anomaly detection methods

• LOF over HyT Local Outlier Factor [39] estimates density over expanded Hyper-
time space. The points with low density (high LOF) are labeled as outliers.

• OC-SVM over HyT One-Class SVM [45] with RBF kernel is used to find the
hyperplane that separates points based on their desinties the best.

• Mahalanobis distance over HyT Mahalanobis distance described in 3 in applied
on expanded Hypertime space.
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Model name Description

FreMEn Detector Default FreMEn outlier detector
Prophet Detector Deafult Prophet outlier detector

HyT+LOF LOF over Hypertime space
HyT+OC-SVM OC-SVM over Hypertime space

HyT+MD Mahalanobis distance over Hypertime space
Z-Score+[arbitrary forecasting method] Z-Score over forecasting erros

LOF+[arbitrary forecasting method] LOF over forecasting errors

Table 2: List of anomaly detection methods
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6 Experiments

We designed different experiments to assess the ability of anomaly detectors. Each exper-
iments’ structure is defined as a combination of used datasets, anomaly detection methods,
evaluation criteria and visual output.

Methods All the methods described in the subsection about anomaly detectors are used
in all of the presented experiments. This includes regressive outlier detection methods and
Hypertime based anomaly detection methods.

6.1 Experiment ROC

This experiment was designed to compare different approaches to anomaly detection
methods in various scenarios. The Receiver Operating Curve with the area under its curve
is used to evaluate the overall ability of tested anomaly detectors over multiple thresholds.
Along the ROC curve, the Precision-Recall curve is for comparison and as a consistency
check. In addition to the PR curve, a similar metric to the Area Under PR Curve called
the Average Precision metric is chosen. It implements average precision over all given
thresholds.

Datasets

• Training datasets consist of 140 randomly generated datasets [ref datasety] over 3
different scenarios (Weekend, Lunch and Bimodal) with 7 different number of mea-
surements in training data - 60, 90, 120, 150, 180, 210, 240.

• Testing datasets contain one dataset for each scenario (Weekend, Lunch and Bi-
modal) with 10% arficially generated outliers. Which means we have 3 testing sets,
each with 2016 regular measurements over 1 week, where 202 measurements are out-
liers.

Metrics Receiver Operation Characteristic and Precision-Recall curve, along with Area
Under Curve (for ROC) and Average Precision (for PR), are used in this experiment to
compare how well models are classifying without assuming any specific boundary for the
outlierness.

Process of running one scenario

1. Generate all datasets for a given scenario, which includes 20 batches of training
datasets, where each batch has 7 datasets according to the number of measurements.
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2. Train anomaly detection methods.

3. Estimate outlier scores in testing data using trained anomaly methods.

4. Calculate mean ROC and mean PR curves over all batches and the number of mea-
surements for each method.

5. Visualize results.

The described process is run for each scenario.

6.1.1 Experiment ROC - Results

The figures show that for almost every method, its corresponding AUC was greater
than its AP score. This fact might mean that the ROC curve overestimates either detector’s
prediction, or the PR curve underestimates the prediction. We test this observation further
in the experiments. However, the relative order between detectors mainly stayed the same
while comparing ROC and PR curves.

The output of this experiment serves more like a visual guide into how good are detectors
between each other. Curves summarizing the Bimodal scenario show that effectively no
method, except Chronorobotics methods, can work with this type of data.
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Figure 5: ROC curve in Weekend scenario
- Chronorobotics methods + Prophet
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PR curve: Weekend scenario
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Figure 6: PR curve in Weekend scenario -
Chronorobotics methods + Prophet
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Figure 7: ROC curve in Weekend scenario
- Regressive outlier methods with LOF
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Figure 8: PR curve in Weekend scenario -
Regressive outlier methods with LOF
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Figure 9: ROC curve in Weekend scenario
- Regressive outlier methods with Z-Score

0.0 0.2 0.4 0.6 0.8 1.0
Recall [-]

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ec
isi
on
 [-
]

PR curve: Weekend scenario

Z-Score+Daily, AP: 0.45
Z-Score+WHyTe, AP: 0.84
Z-Score+Mean, AP: 0.13
Z-Score+Prophet, AP: 0.67
Z-Score+FreMEn, AP: 0.34
Z-Score+Weekly, AP: 0.30
Baseline

Figure 10: PR curve in Weekend scenario
- Regressive outlier methods with Z-score
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Figure 11: ROC curve in Lunch scenario -
Chronorobotics methods and Prophet
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PR curve: Lunch scenario
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Figure 12: PR curve in lunch scenario -
Chronorobotics methods and Prophet
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ROC curve: Lunch scenario
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Figure 13: ROC curve in Lunch scenario -
Regressive outlier methods with LOF
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PR curve: Lunch scenario
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Figure 14: PR curve in Lunch scenario -
Regressive outlier methods with LOF
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Figure 15: ROC curve in Lunch scenario -
Regressive outlier methods with Z-Score
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Figure 16: PR curve in Lunch scenario -
Regressive outlier methods with Z-Score
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Figure 17: ROC curve in Bimodal scenario
- Chronorobotics methods and Prophet
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Figure 18: PR curve in bimodal scenario -
Chronorobotics methods and Prophet
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Figure 19: ROC curve in Bimodal scenario
- Regressive outlier methods with LOF
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Figure 20: PR curve in Bimodal scenario -
Regressive outlier methods with LOF
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Figure 21: ROC curve in Bimodal scnario
- Regressive outlier methods with Z-Score
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Figure 22: PR curve in Bimodal scenario -
Regressive outlier methods with Z-Score
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6.2 Threshold calibration experiment

This experiment was designed to choose an optimal threshold that converts outlier scores
to binary labels and serves as a decision boundary between inliers and outliers.

Datasets

• Training datasets contains 100 random combinations of scenario and number of
measurements and generate all corresponding datasets

• Testing datasets contain one dataset for each scenario (Weekend, Lunch and Bi-
modal) with synthetic outliers. This means we have 3 testing sets, each with 2016
regular measurements with 202 outliers over 1 week.

Criteria Criteria for optimal threshold is chosen as argument of maxima Matthews Cor-
relation Coefficients in MCC curve. This curve represents MCC scores for every distinct
possible threshold.

process of running experiment

1. Choose 100 random combinations of scenario and the number of measurements and
generate all corresponding datasets.

2. Train anomaly detection methods.

3. Estimate outlier scores in testing data using trained anomaly detection methods.

4. Calculate mean MCC over all generated datasets for each method.

5. Find optimal threshold for each method.

6. Visualize results as MCC curve for each method.

6.2.1 Threshold calibration experiment - Results

One of the conclusions is that LOF in regressive outlier methods does not provide any
more advantage over Z-Score. Moreover, Z-Score is more computationally efficient and, on
average, even more accurate in MCC.

The experiment results in distribution of detector’s MCCs over possible thresholds. It
provides us with optimal threshold and also gives us an idea about its stability by looking
at changes and slopes in surroundings of the optimum. Some of the specific MCC curves
and chosen thresholds do not make sense. An example of this may be the MCC curve for
LOF+FreMEn and corresponding optimal threshold, which was set to approximately 1010.
We believe this was caused by the numerical instability of LOF on sparse discrete data.
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Anomaly detector Threshold

Prophet Detector 2.6
FreMEn Detector 0.9
HyT+LOF 1.1
HyT+MD 14
HyT+OC-SVM 3.1
LOF+Daily 1.2
LOF+WHyTe 3.2
LOF+Mean 1.0
LOF+Prophet 4.1
LOF+FreMEn ≈ 1010

Z-Score+Daily 1.6
Z-Score+WHyTe 4.2
Z-Score+Mean 0.8
Z-Score+Prophet 3.1
Z-Score+FreMEn 0.6
Z-Score+Weekly 2.7

Table 3: Optimal thresholds for anomaly detectors according to Calibration experiment
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Figure 23: MCC curve for FreMEn Detec-
tor in Calibration experiment
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Figure 24: MCC curve for Prophet Detec-
tor in Calibration experiment
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Figure 25: MCC curve for HyT+LOF in
Calibration experiment
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Figure 26: MCC curve for HyT+MD in
Calibration experiment
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Figure 27: MCC curve for HyT+OC-SVM
in Calibration experiment
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Figure 28: MCC curve for LOF+Daily in
Calibration experiment
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Figure 29: MCC curve for LOF+FreMEn
in Calibration experiment
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Figure 30: MCC curve for LOF+Mean in
Calibration experiment
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Figure 31: MCC curve for LOF+Prophet
in Calibration experiment
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Figure 32: MCC curve for LOF+WHyTe
in Calibration experiment
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Figure 33: MCC curve for Z-Score+Daily
in Calibration experiment
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Figure 34: MCC curve for Z-
Score+FreMEn in Calibration experiment
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Figure 35: MCC curve for Z-Score+mean
in Calibration experiment
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Figure 36: MCC curve for Z-
Score+Prophet in Calibration experiment
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Figure 37: MCC curve for Z-Score+Weekly
in Calibration experiment
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Figure 38: MCC curve for Z-
Score+WHyTe in Calibration experiment
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6.3 Experiment MCC

This experiment was designed to evaluate multiple methods with an already chosen
optimal threshold on one dataset or to evaluate one method with the chosen threshold on
multiple datasets. The results also provide info on how the number of measurements in
training data affects the model’s detective abilities.

Datasets

• Training datasets consist of 140 randomly generated datasets [ref datasety] over 3
different scenarios (Weekend, Lunch and Bimodal) with 7 different number of mea-
surements in training data - 60, 90, 120, 150, 180, 210, 240.

• Testing datasets contain one dataset for each scenario (Weekend, Lunch and Bi-
modal) with 10% artificially generated outliers. Which means we have 3 testing sets,
each with 2016 regular measurements with 202 outliers over 1 week.

Metrics Matthews Correlation Coefficient is an appropriate metric to evaluate the anomaly
detector’s ability to differentiate between outliers and inliers.

Process of running one scenario

1. Generate all datasets for a given scenario, which includes 20 batches of training
datasets, where each batch has 7 datasets according to the number of measurements.

2. Train anomaly detection method on each combination.

3. Estimate outlier scores in testing data using trained anomaly methods.

4. Calculate the mean and standard deviation of MCC for each combination of method
and number of measurements.

5. Visualize results in the table.

The described process is running for each scenario.

6.3.1 Experiment MCC - Results

Results - Weekend scenario The table 4 shows that method with the overall highest
average MCC in the Weekend scenario is WHyTE+Z-Score. It scored stably in the first
place in terms of average MCC. However, its standard deviation of MCC scores was among
the highest in all number of measurements, except the last one (240 measurements), where
the standard deviation lowered significantly. The second method in terms of average MCC
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was Prophet+Z-Score. Even LOF+WHyte and LOF+Prohpet performed exceptionally
well compared to others. Regressive methods with WHyTe and Prophet both did not
suffer from a lower amount of data. FreMEn detector’s and HyT+LOF’s performance was
average.

Results - Lunch scenario According to table 5, WHyTe did not perform that well in the
Lunch scenario when having a smaller volume of training data. WHyTe’s standard deviation
across all datasets was still the highest one among other methods. Prophet dominated in
most of the cases; his standard deviation was lower in general.

Results - Bimodal scenario On the contrary to previous scenarios, the FreMEn de-
tector and HyT+LOF had the best overall MCC score in the Bimodal scenario 6 which
was expected due to characteristics of these methods to multimodal model distributions.
Others, except HyT+OC-SVM, predicted outliers similarly to the random classifier.

The experiment confirms that the-state-of-the-art anomaly detection methods cannot
predict outliers in multimodal data. On the contrary, methods using the Chronorobotics
approach seem to work quite well in this case 6. This fact confirms that methods developed
in the spirit of Chronobotics ideology can model multimodal phenomena in time.

Another observation from conducted experiments in the different scenario is that the
amount of training data limits anomaly detector’s performance, especially methods based
on density. This fact applies to all scenarios. A lower volume of training data resulted in
lower MCC, which was expected.
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6. EXPERIMENTS

6.4 Experiment on Real data

Datasets

• Training datasets used for this experiment are described in subsection 4.1. It con-
sists of 7 systematically measured places, each with approximately 150 measurements.

• Testing datasets contain 1 day of testing data with a 30 minute period of mea-
surements for each place. Ten percent of collected testing data points were manually
changed to a value that did not correspond to reality and were labelled as outliers.

Metrics Matthews Correlation Coefficient is used as a metric to evaluate the anomaly
detector’s ability to classify data points as outliers.

Process of running the experiment

1. Train all anomaly detectors on all training datasets.

2. Estimate outlier scores in testing data using trained anomaly detection methods.

3. Calculate MCC for each combination of method and testing dataset.

4. Visualize results in a table.

The described process is run for each scenario.

6.4.1 Real data experiment - Results

The table of MCCs for each place and anomaly detector 7 show that no anomaly detector
can capture the fundamental nature of outliers in the testing data. We believe this was not
caused by the amount of the training data or the quality of anomaly detection models but
by the quality of the data itself.

Even though the data quality was insufficient to provide interpretable results on the
experiment with the real dataset, some of the models showed a glimpse of their quality.
The Prophet Detector, FreMEn Detector and Z-Score+FreMEn showed the most promising
overall results of all detectors tested in this experiment. Most of the other anomaly detectors
had results comparable to the random detector.
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6. EXPERIMENTS

Albert Billa Bistro Costa Cukrarna dm Dr.Max

Prophet Detector 0.32 0.48 0.32 -0.09 -0.09 -0.04 -0.04
FreMEn Detector 0.18 0.33 0.23 0.05 0.12 0.39 -0.14
HyT+LOF 0.00 0.00 0.32 0.12 -0.01 0.18 -0.06
HyT+MD 0.13 0.06 0.16 0.07 0.26 0.06 0.23
HyT+OC-SVM 0.12 0.30 0.30 0.07 0.03 0.34 0.27
LOF+Daily 0.36 0.31 0.14 0.28 0.00 0.14 0.30
LOF+HyT -0.09 0.34 0.27 -0.06 -0.11 -0.04 -0.04
LOF+Mean 0.32 0.46 0.15 0.40 -0.13 0.15 0.18
LOF+Prophet 0.00 0.00 0.00 0.00 0.00 0.00 0.00
LOF+FreMEn 0.00 0.23 0.00 0.00 0.00 0.00 0.00
Z-Score+Daily 0.25 0.33 0.07 -0.02 0.25 0.29 0.18
Z-Score+HyT 0.32 0.23 0.00 -0.06 -0.13 0.00 -0.04
Z-Score+Mean -0.08 -0.04 0.18 0.05 -0.52 -0.09 0.20
Z-Score+Prophet 0.00 0.00 0.00 -0.08 0.00 0.00 -0.04
Z-Score+FreMEn 0.28 0.25 0.11 0.33 0.41 0.27 0.38
Z-Score+Weekly 0.00 0.00 -0.04 -0.06 0.00 0.00 -0.06

Table 7: Table of Matthews Correlation Coefficients of evaluated detectors on Real dataset
for every measured place
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7. CONCLUSION

7 Conclusion

In this thesis, I researched outlier and novelty detection methods suitable for chronorobotics
forecasting methods. Although the chronorobotics proposed spatio-temporal forecasting
methods that were successfully applied in autonomous robotics, they do not offer a possi-
bility to uncover novelty or perform outlier detection during preprocessing of data. The lack
of a spatio-temporal dataset suitable for anomaly detection led me to perform the experi-
ments mainly over the synthetic datasets. Moreover, the data I used in experiments were
time-series without the spatial context. I performed the two-stage experiment. In the first
stage, I analysed the behaviour of different combination of forecasting and outlier detection
methods with a primary focus to estimate generally usable parameters, namely threshold
for the boundary between inliers and outliers. Then, I apply proposed combinations onto
the real time-series. It resulted in not very satisfying results.

The best results were obtained by the combination of Prophet with Z-Score and WHyTe
with Z-Score. However, only Hypertime Transformation with Local Outlier Factor and
FreMEn could detect outliers in a bimodal time-series. As multimodality is expected in
the typical spatiotemporal scenarios, it leads me to conclude that WHyTe, with some
generalisation of Z-Score, can lead to acceptable and generally usable forecasting with
outlier detection.
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