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Abstract

This thesis presents a localization method based on the fusion of GNSS and LiDAR
measurements to improve the precision of the position estimate around high-voltage
transmission towers. The study of autonomous unmanned aerial vehicles (UAVs)
has become an important subfield of mobile robotics. One of its use cases is inspect-
ing power lines and transmission towers and assisting in their maintenance. UAVs
need precise navigation to function properly, especially in this task, as they can
easily damage themselves or parts of power lines. Electromagnetic interference in
the area further complicates this task by degrading the accuracy of magnetometers
and GNSS, which are typically used for self-localization during outdoor missions. To
reduce the influence of these interferences, we propose a system based on measure-
ments from 3D LiDAR. This work describes the proposed system, including all the
algorithms used, and evaluates the estimation error using a precise ground truth.

Keywords Unmanned Aerial Vehicles, Self-Localization, Kalman Filter, Point Clouds,

ICP




Abstrakt

V této praci je predstavena metoda lokalizace zalozena na fizi méfeni GNSS a Li-
DAR pro zlepseni piesnosti odhadu polohy v okoli stozaru vysokého napéti. Studium
autonomnich bezpilotnich prostiedkiu (UAV) se stalo vyznamnou podoblasti mobilni
robotiky. Jednim z piipadi jeho vyuziti je kontrola elektrického vedeni a pomoc pii
jeho udrzbé. UAV potiebuji pro spravnou funkci pfesnou navigaci, pfi tomto tikolu
obzvlast, protoze mohou snadno poskodit sebe nebo &ésti elektrického vedeni. Elek-
tromagnetické ruseni v oblasti tento tikol dale komplikuje tim, ze zhorSuje piesnost
magnetometri a GPS, které se obvykle pouzivaji pro vlastni lokalizaci pfi venkovnich
misich. Abychom se témto rusivym vlivim vyhnuli, navrhujeme systém zalozeny na
méfeni z 3D LiDAR. Tato préce popisuje navrhovany systém véetné viech pouzitych
algoritmu a vyhodnocuje chybu odhadu oproti skuteéné pozici.

Klicova slova Bezpilotni Prostfedky, Sebelokalizace, Kalmanuv Filtr, Oblaky
Bodu, ICP
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Abbreviations

DOF degree-of-freedom

GNSS Global Navigation Satellite System
IMU Inertial Measurement Unit

LKF Linear Kalman Filter

MRS Multi-robot Systems Group

SLAM Simultaneous Localization And Mapping
UAV Unmanned Aerial Vehicle

ICP Iterative Closest Point

FCU Flight Control Unit

GICP Generalized Iterative Closest Point
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Chapter 1

Introduction

The inspection of electrical power lines is crucial for the functionality of the current
grid. Technicians need to inspect a third of the grid every year. MRS group is researching a
way to facilitate this work using Unmanned Aerial Vehicles (UAVs). The idea is that UAVs
would inspect the towers or help technicians with repairs as described in [1].

Figure 1.1: Visualization of possible usage of UAVs in power tower inspection task. Inspection
of parts of the power tower Fig. 1.1a. Monitoring the safety of the workers Fig. 1.1b. Delivery
of the equipment Fig. 1.1c. Those images were taken from article [1].

Those tasks demand precise navigation to prevent damage to both UAVs and inspected
power towers. The subtask of navigation is self-localization, which is the primary goal of this
thesis. There is substantial electromagnetic interference in the proximity of the power lines,
and it degrades the precision of GPS and magnetometers. We are going to use sensors that
are not affected by this electromagnetic field.

Later we are going to describe the used algorithms. Furthermore, their adjustment
is needed for use in self-localization tasks. It mainly means finding a compromise between
computational speed and precision.

1.1 Related works

Self-localization of the UAVs is a topic studied in several works using different ap-
proaches using various sensor modalities. The most commonly used system is based on Global
Navigation Satellite System (GNSS), such approach is used in [7], [8], [16] in combination
with Inertial Measurement Unit (IMU). In [4] UAV swarms are primarily localized by GNSS,
and the drift of individual agents is corrected by mutual distance observations while trying to
eliminate information from UAVs that bring false information. When GNSS-based localization

CTU in Prague Department of Cybernetics
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cannot be used, such as in churches or subterranean environments, a solution based on a 2D
LiDAR sensor is viable [3]. Employing 2D LiDAR as the main source of localization usually
assumes fixed flight altitude or an environment with constant cross-section, such as tunnels
in the first round of the DARPA Subterranean challenge [5].

Other authors are using sensors such as RGB-D cameras. They can be used both onboard
[10], [17] and offboard [14]. Using offboard cameras can be precise but limits the operational
area of the mobile agent. Authors of [11] show the fusion of IMU, camera, and 2D LiDAR com-
pared to 3D LiDAR. In [12], algorithms for navigation in 2D environments based on LiDAR
scanning and IMU are described. The navigation system from [20] uses stereo vision cameras,
IMU, and altitude sensors. This approach helped the UAV estimate its position without using
GPS and artificial landmarks. Authors of [15] propose Simultaneous Localization And Map-
ping (SLAM) for an indoor environment based on LiDAR and MEMS IMU. Their system can
be used even on small UAVs with limited computational power.

We use Iterative Closest Points in our work. This is a popular algorithm for matching
point clouds. It is implemented in Point Cloud Library', many of the algorithms from this
library, which we encounter, refer to [22]. There are many versions of this algorithm basic
version point-to-point is described in [27]. Other version point-to-plane is described in [24],
and more modern version, which combines these two into one is Generalized Iterative Closest
Point (GICP) described in [23]. In [19] there are variants of ICP compared according to their
results in mapping tasks in different environments. A review of geometric registration is in
[13]. It describes the ICP algorithm and its development in the past.

Later in work, we show the use of the Kalman Filter for fusing data from different
sources. This is a commonly used filter for removing Gaussian noise, typically found in mea-
surements. In [18] it is shown in the task of position estimation based on known distance to
reference points. In [21] it is used for attitude estimation of fixed-wing UAV. Authors of [25]
describe the use of Kalman Filter for 2D and 3D localization. Both of those localizations are
useful as we localize UAVs in 3D and simplify our task to 2D because the electromagnetic
fields do not distort altitude measurements.

1.2 Contributions

This thesis’s primary goal is to propose a new system for self-localization based on
onboard sensors. We are using 3D LiDAR as our sensor of choice, and we are going to use it
to localize geographically important objects in proximity of the UAV. Knowing our relative
position and orientation to an object and the absolute position and orientation of this object
in world coordinates, we can estimate our position.

1.3 Thesis outline

In chapter 3 we are introducing methods used for filtering important information from
LiDAR scans. Chapter 4 describes methods used for clustering points in a point cloud and
for segmenting objects. Later we describe the use of the Iterative Closest Points algorithm
in chapter 5 and how we obtain information about the position from it. In the chapter 6,
we describe the use of Kalman filter for the fusion of data from different sources. We show

"https://pointclouds.org/
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an overview of all algorithms used in chapter 2. All used algorithms are there described, and
diagrams show their order.

Later in chapter 7, we show our experimental results from both simulation and real-
world experiments. Graphs illustrate the quality of both GPS-based and proposed systems.

1.4 Mathematical notation

In this section, we show used mathematical notation.

X, vector, pseudo-vector, or tuple
X, @ unit vector or unit pseudo-vector
é1,62,€3 elements of the standard basis
X, Q matrix
I identity matrix
r=aTb inner product of a, b € R3
x=axb cross product of a, b € R3
x=aob element-wise product of a, b € R3
X(n) = XT&,  n*M vector element (row), x,e € R3
(a,b) matrix element, (row, column)
Tq x4 is desired, a reference
&, %, &, & 18t gnd 3rd and 4th time derivative of x
T[n] x at the sample n
A, B x LTI system matrix, input matrix and input vector
SO(3) 3D special orthogonal group of rotations
SE(3) SO(38) x R3, special Euclidean group

Table 1.1: Mathematical notation, nomenclature and notable symbols.

CTU in Prague Department of Cybernetics
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Chapter 2

Solution overview

This chapter will summarize the algorithms we have used in this thesis. Fig. 2.1 shows
dataflow through nodes described in chapters 3, 4, 5 and 6.

Filter

A

| Segmentation |

[icp]

Kalman filter

Figure 2.1: Diagram of dataflow through nodes used for this thesis.

The filter node receives raw data from 3D lidar and processes them with downsampling,
extraction of close points, and extraction of the ground. The segmentation node uses a pro-
cessed scan from the filter node and sends out the segment of the point cloud, which is the
most similar to the transmission tower. ICP node uses point cloud from clustering node and
model of the pillar and its position known in advance and returns estimated position. Kalman
filter combines position from ICP node and GPS and returns our final estimation.

| Downsampling |

Voxel grid downsampling

| Close point extraction|

Box extraction

| Ground extraction |
RANSAC

Figure 2.2: Diagram of dataflow in filter node.

In Fig. 2.2 you can see algorithms used in the filter. Algorithms in this work are used
in this order, but it is not necessary to strictly follow this order. Order of ground extraction
and close point extraction can be interchanged. It is only essential to use downsampling as
the first step. Otherwise, the computation would take too long.

CTU in Prague Department of Cybernetics
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PCA

C )

Euclidean Cluster Extraction

Figure 2.3: Diagram of function of clustering node.

Fig. 2.3 visualize function of clustering node. Euclidean cluster extraction returns several
clusters. We then use PCA for each cluster and check if it meets the given conditions. Those
conditions are the size of the cluster and a threshold for vectors obtained from the PCA of a
given cloud based on the known dimensions of the transmission tower.

| Store n most recent | | Model |

ICP

Figure 2.4: Diagram of function of ICP node.

In Fig. 2.4 it is shown, how ICP node works. It takes a cluster from the previous node
and stores it in memory. Then it combines n most recent clusters into one. This point cloud
and model of the power tower are given to ICP, and it returns the relative position of the
power tower. ICP used in this work has constrained DOFs to 3.

Position from ICP Position from GPS

Kalman filter

Figure 2.5: Diagram of function of Kalman Filter node.

In Fig. 2.5 it is shown which data Kalman filter uses. It uses data from our system
represented in node Position from ICP and data from the UAV localization system Position
from GPS.

CTU in Prague Department of Cybernetics
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Chapter 3

Point cloud filtration

Filtration is a process of separating important and irrelevant data from sensors. The
main goals are to remove irrelevant points and reduce the number of points in the LIDAR scan.
Point cloud size reduction is essential for the computational speed of the matching process.
Removing irrelevant points is helpful for later segmentation.

3.1 Voxel grid downsampling

The method used for downsampling (reducing the number of points) is a voxel filter.
3D voxel grid is created over a point cloud, then all points within a voxel are replaced by its
centroid.

In this project, we are using cubical voxels, block voxels could also be used. It is possible
to ignore voxels with a less than set amount of points, which might be helpful for removing
false positives of a noisy sensor. This was tested but is not further used because it removes
points representing thin parts of pillars.

(a) Raw data from the sensor (b) Output of downsampling

Figure 3.1: Comparison of raw Fig. 3.1a and processed Fig. 3.1b data.

In the figure Fig. 3.1 we can see a comparison of point clouds before and after downsam-
pling. The figure Fig. 3.1a has over 262000 points and Fig. 3.1b has only 14000 points, that
is 14 times lower this improves speed of computation significantly. However, this example is
from a relatively open world with few obstacles. In worlds with more objects in proximity of
the sensor, this ratio will not be that significant. Notice that objects in the distance from the
UAV are not affected as much as the ground in the area close to the UAV. This means that
this procedure does not complicate the recognition of objects in the distance, which would be
a typical use case because of safety reasons.

CTU in Prague Department of Cybernetics
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3.2 Extraction of close points

Each laser scan includes some points corresponding to parts of the UAV as rays hit
the body of the UAV, the propellers, etc. Those points do not bring any information about
the position of a pillar and could further complicate segmentation. Such points should be
removed. Knowing the size of the UAV, we can remove all points in a box around the UAV.

(a) Raw data from the sensor (b) Output of downsampling

Figure 3.2: Comparison of raw Fig. 3.1a and processed Fig. 3.1b data.

In testing, we have found that the number of points discarded with this filter is not
significant after downsampling. Because there are not enough points that would be recognized
as a cluster of points, this filter is only optional.

3.3 Extraction of ground

Similarly, as parts of a UAV, the ground does not bring any information about the
position of pillars. Let us assume that the ground around the UAV is flat, then it can be
segmented and later removed. To decide which points belong to the ground, we are using
RANSAC (Random sample consensus) algorithm.

A model to fit is needed for running RANSAC. Also, the parameters maximal number
of iterations m and inlier distance threshold d have to be set to appropriate values for correct
operation. In our case the planar model is used, m = 100 and d = 50 cm.

RANSAC algorithm works in these steps:

1. Randomly picks a subset of points. For fitting the planar model, this subset contains 3
points.
2. Count inliers. Inliers are all points in a distance less than d from the model.

After m iterations, we choose the model with the most inliers as the desired plane.

If this plane corresponds to the ground, then we can proceed to remove it. To check if
the plane actually corresponds to the ground, we can look at its geometrical orientation. Used
method is returning coefficients a, b, ¢, d of the plane model:

ar +by +cz+d=0. (3.1)

Assuming that our ground is perfectly horizontal, i.e., its normal isn = [00 1 ]T, than we can
stop the algorithm from removing planes which have the angle § between their normal n, and

CTU in Prague Department of Cybernetics
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n larger than a predetermined value 6,,,,. This angle is computed simply from
cosf) = —F——. (3.2)

Actually, we only need the absolute value of this angle, and in this work, we are using 6,4, =
10°. Usually, all points of the ground are not removed in one run. To remove the remaining
points, we can run ground segmentation again. The problem with this algorithm is that it can
always find a planar model when there are enough points. After removing points belonging
to the ground, it will start removing parts of the pillars. In the actual use case, we are
navigating the UAV around power lines, and there are always some objects that will not
be part of the ground, but making sure that this algorithm does not spend too much time
removing these points, we stop after there are less than 1% of points remaining (from point
cloud after downsampling and extraction of UAVs points, not original). Another time when
we stop filtration is after 6 > 60,4, repetetively.

(a) Raw data from ouster (b) Output of filtering

Figure 3.3: Comparison of raw Fig. 3.3a and processed Fig. 3.3b data.

In Fig. 3.3 the point clouds before and after filtering are compared. First subfigure
Fig. 3.3a shows data directly the from sensor and the second subfigure Fig. 3.3b shows the
processed image. Notice missing ground, points of the UAV, and lower density of points.
Another noticeable thing is that very few points of the pillar are removed. Only points at the
basis of the pillar that is in the distance lower than d from the ground are affected by this
filter.

CTU in Prague Department of Cybernetics
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Chapter 4

Transmission tower segmentation

In the context of point clouds, clustering is a process of dividing the entire set of points
into smaller compact parts based on some metric. Our goal is to obtain a cluster representing
an electrical pillar. In Fig. 4.1 a typical input can be seen. Notice that most ground points
are already filtered by techniques from the chapter 3. It consists of points representing pillars,
cables, a residue of ground, and other objects, e.g., people.

3
500
EX)

Figure 4.1: Typical input data.

4.1 FEuclidean Cluster Extraction

Fuclidean clustering extraction is a simple clustering process. Clusters are determined
only by the Euclidean distance of points. With this data clustering method, the space is

divided into fixed-width boxes. [22]

The algorithm searches for neighboring points and proclaims them as elements of the
same cluster. We are using the Kd-tree structure for finding the nearest neighbors to speed
up the computation. The algorithm works as follows:

CTU in Prague

Department of Cybernetics
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Algorithm 1 Euclidean Cluster Extraction

create a Kd-tree representation for the input point cloud dataset P
initialize empty lists C' and @ (clusters, queue of points to check respectively)
for p;, € P do

add p; to the queue @

for q; € Q do

add all unprocessed points within radius r to @

end for

when all point in @ have been processed, add @ to C

reset () to an empty list
end for

With the right choice of parameter r, we can successfully segment pillars from up to
35m. They consist of approximately 400 points from this distance.

4.2 Principal Component Analysis (PCA)

PCA is a method to obtain orthogonal unit vectors corresponding to the directions of
the highest point cloud variance. Let P be the matrix of all points of a cluster, then the
eigenvector v corresponding to the highest eigenvalue of PTP represents the main direction
of the cluster. More precisely, it is the direction in which the sum of squared distances of
all points is minimal. Assuming the points are in an untilted frame with zero roll and pitch
angles, we can ignore all clusters that do not fit in the chosen threshold of the angle between
v and the vertical vector. This should remove objects that are not vertically oriented, such as
bushes, cars, fences, etc.

CTU in Prague Department of Cybernetics
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Chapter 5

Iterative Closest Points

Iterative Closest Points (ICPs) is an algorithm to align two sets of points or a set of
points and an object in space. One set is used as a reference, and the second tries to fit on it.
It is often used to align partially overlapping lidar scans. In our case, we are using it to localize
a known object in a scan from the UAV. The output of this algorithm is a transformation. If
this transformation is applied to the input set of points, then sets are aligned.

Suppose both sets were the same only with translation and rotation differences. In that
case, this algorithm should always converge to the global minimum, and the final value of
the optimized metric would be zero. However, this is an ideal scenario only, which can only
happen if point clouds are generated from a 3D model of an object, and one is transformed.
Therefore, we have to set a threshold on the optimized criterion, and when it is hit algorithm
stops [23]. In our case, we use the processed LiDAR scan as the reference and a pillar model
as the cloud to be aligned. The simulation model is generated from a model used in Gazebo;
in real-world experiments, we are using a scan of a real pillar.

In Fig. 5.1 you can see how the models (green) are aligned to the original point clouds
(pink). Notice that in Fig. 5.1b lidar has significantly shorter range then in Fig. 5.1a. To
capture a scan of the pillar, the UAV has to be in proximity to the pillar, limiting its ability
to see it whole.

5.1 Models

Our models are created using the software Cloud Compere, where we can generate point
clouds with an arbitrary number of points on a given mesh object sample. We have settled on
1000 points per model as a compromise between computational time and accuracy through
our testing. An example of a model generated by this technique is shown in Fig. 5.2a. Using
kd-tree data structure ICP algorithm requires O(nlogn) comparisons [23].

The quality of models is crucial for the correct function of the algorithm. As real-world
models are scanned on-site, they can then contain parts of close objects and ground, which
have to be removed. Model in Fig. 5.2d and Fig. 5.2e was generated from scan taken on site.
However, as it was taken on a hill, it is not vertical, and offset had been used to correct it.
Fig. 5.2e is another adjustment of the used model because the used sensor was not able to
capture both parts of the pillar from all positions. Furthermore, we wrongly recognize them
as two separate objects if it does. Also, it helps if the pillars have significant features like
horizontal side-branches.

CTU in Prague Department of Cybernetics
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(a) Alignment of measured lidar scan and model in(b) Alignment of measured lidar scan and model in
simulation. real-world experiment.

Figure 5.1: Comparison of alignments obtaine from ICP in simulation Fig. 5.1a and in real-
world experiments Fig. 5.1b.

(a) Model in simulation (b) Model in real-world 1

(c) Model in real-world 2 (d) Model in real-world 3 (¢) Model in real-
world 3 adjusted

Figure 5.2: Models used for ICP in experiments. Fig. 5.2a is model used in simulation,
Fig. 5.2b, 5.2¢, 5.2d are models used in real-world experiments. Fig. 5.2e is adjusted point
cloud of model Fig. 5.2d used in experiments in Libomysl.

CTU in Prague Department of Cybernetics
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5.2 Point cloud densification

For good convergence, ICP needs a large number of points. Unfortunately, in a single
scan, there are usually not enough. We can use more scans and combine them into a single
point cloud as a substitution for this. We transform scans into stable frames; those are frames
that do not move relative to the world in time and store the most recent ones to achieve this.
With a new message, we can transform those scans into the UAV frame and combine them. In
our system, we are using five to eight scans. The optimal number depends on the used sensor
and the complexity of the used models. With more points in a single cluster, we need fewer of
those clusters. Models with significant features need less augmentation. In best-case scenarios,
this feature is unnecessary, and the algorithm can converge even from only one most recent
scan.

(a) Single scan. (b) Combined scan of five clouds.

Figure 5.3: Input point cloud for ICP Fig. 5.3a shows single cloud, Fig. 5.3b shows combination
of 5 most recent scans.

In Fig. 5.3 we can see the results of combining five scans into one point cloud. In Fig. 5.3b
there are more points on the distant side of the pillar. This helps ICP with aligning clouds
more precisely. With more dynamic flight, there can also be a more significant difference
in parts that are seen in every scan, and the combined image would then contain a more
significant part of the pillar.

5.3 Constraining DOF's

Traditionally ICP works with 6 DOFs, translations on XYZ axes, and rotations along
these axes. In a simulation, this works quite well, and alignments are precise and stable,
unlike with real-world data, where the final alignment usually does not even have a vertical
orientation. Imperfections probably cause this behavior in the model used in the experiment
and in the overall simplicity of the used model. Unlike the simulation model, it lacks significant
features. To remove this erratic behavior, we can ease ICP’s work by reducing DOFs in which
it can transform the model. We only need movement in the horizontal plane for satisfactory
results, i.e., x and y axes, and rotation around the z-axis because the processed scan was
previously transformed into the untilted frame with zero rotations around the x and y axes.

CTU in Prague Department of Cybernetics
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5.4 False positives rejection

After all limitations from chapter 4, we could have more than one cluster remaining to
accurately decide which are true positives (pillars) and false positives (trees, parts of struc-
tures, generally tall vertical objects). We use ICP for given clusters to determine which are
false positives. It returns a score of fitness. If this score is over a set threshold, we reject this
cluster and continue with the next one.

5.5 Estimated position

ICP returns transformation matrix Ticp from the UAV frame to the pillar, and the
position of the pillar is a prior: known from geo-localization. To get an absolute position of the
UAV, we need a relative position and orientation to the pillar. This is obtained from Ticp.
The translation represents position, and rotation represents orientation. Unfortunately, the
stability of orientation is strongly dependent on the shape of the pillar. The more symmetrical
it is, the less precise can the estimation of rotation be. In the case of cylindrical pillars, there
is no information about relative orientation.

Within our experiments, we have tried the functionality of different models. In the case
of pillars with a shape similar to the model in figure Fig. 5.2a, the branches of this model
reduce its symmetry, and ICP is capable of aligning the model to the captured point cloud
precisely. However, even then, there are two possible orientations. In other cases, such as the
model in Fig. 5.2b with four symmetrical sides and noise, ICP is unable to align the model
repetitively, and the whole model is moving and rotating around the vertical axis, returning
arbitrary orientations.

However, orientation is vital for the calculation of position, so to obtain some results, we
are using orientation from the onboard Flight Control Units (FCUs), which fuses data from
accelerometers, gyroscopes, and magnetometers. The absolute position of the UAV x,,, =
(x,5)7 is calculated according to the equation

Xabs = Xpil — R(e)xicpa (51)

where x,; is absolute position of the pillar, R(#) is the rotation matrix with argument 0,

which represents UAVs heading in world coordinates and x;, is from

R é Xicp
( ) z . (5.2)

000/ 1

Ticp =

The matrix f{(é) is rotation matrix which can be used for orientation estimation. As we have
restricted rotations around x and y, our estimation of heading ¢ € (—m, 7) is simply ¢ = —0+
km, where k € {—1,0, 1} for models with two symmetrical sides and k € {%3, -1, %1, 0, %, 1, %
for models with four symmetrical sides. The value of k depends on current orientation, so we
should choose k that would have the smallest difference between the two measurements.

In testing, we found that ICP has a problem with converging if the model’s starting
position is far from the final position, limiting localization from a distance. To compensate for
this, we can move the model to the centroid of the point cloud we are matching. From there
it steadily converges even in less iterations. However that changes equation for position to

Xabs = Xpil — R(@) (Xicp + Xcen)a (53)
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where X, € R? is a vector representing horizontal position of the centroid of the matched
point cloud.

However, it cannot be generalized for arbitrary shapes, and if measurements are noisy, it
can return any value. For example, if you have model Fig. 5.2a and the scan does not contain
side-branches, ICP can converge into a local minimum where the model and the pillar are
perpendicular to each other. The heading estimation would then have at least § error for any
k.

map GPS
absolute position Th. combined images new image
heading™~ _
L
pillar > UAV
1ICP

Figure 5.4: Diagram of how the absolute position of the UAV is obtained.

In Fig. 5.4 you can see how estimation of absolute position is obtained. We add the ab-
solute position of the pillar with the relative position of the UAV to the pillar using knowledge
about the relative rotation of the UAV. Edges between GPS and UAV nodes show our sub-
stitution for lack of points, where we use multiple most recent scans to help the convergence

of the ICP.
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Chapter 6

Linear Kalman filters (LKF's)

Kalman filtering is an algorithm that improves data corrupted by a zero-mean Gaussian
noise. It takes measurements and models of the system and returns a state that is less noisy
than a state only from measurement. LKF can also be used to combine (fuse) measurements
from multiple sources into a single consistent state, which is employed in this thesis. It works
in two stages, prediction and correction, that are repeated periodically. Prediction takes the
model and computes expected new states based on past states, and correction takes mea-
surement and corrects estimated state accordingly. The general state x € R" is described by
stochastic difference equation

Xn11 = Apx, + Buy, + wy, (6.1)

and measurement z, € R" is
z, = H, X, + v,. (6.2)

The random variables w,, and v,, are independent from normal distributions

p(w) ~ N(0,Q), (6.3)
p(v) ~ N(0,R).

Matrices Q and R refer to the covariance of process and measurement noise, respectively [26].

6.1 Horizontal filter

In our case, we need to align the position obtained from ICP in Chapter 5 and the posi-
tion estimated by the flight control unit of the UAV based on GPS measurements. We only care
about the horizontal position because sensors that determine the vertical position(barometer,
laser rangefinder, and IMU) are not affected by disturbances produced by the high-voltage
power lines. Thus, our system can be described with similar equations as in [6],

X, 1 = Ax;, + Bu,, (6.5)
10 At
Al me [3, oo

where x¢ € R? represents position in iteration n. The upper index means that it is estimation
before correction. The input u,, € R? is

(x5 —x7_1)
—xn ‘nel/ 6.7
u, NI (6.7)
and correction is described by equation
xp = X;, + K(z, — HxS), (6.8)
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where z, € R is the measurement, x,, € R is the final estimated state after correction,
K is Kalman gain, and H is a matrix mapping the state to the measurement. Kalman gain
influences the effect of the innovation on the final estimate.

6.2 Heading filter

Similarily to the horizontal alignment, we are using LKF to fuse heading measurements
from ICP and the internal heading estimate of the flight control unit based on the magne-
tometers. In this case there is only a single variable, so the equations are simplified to

xf 1 = Az}, + Bu, (6.9)

(5 — 25 1)
n=—" 6.10
u Az (6.10)
Ty =z + K(2, — Hzy) (6.11)
A=1,B=At, (6.12)

where x¢%, Uy, K, R, x,, 2z, € R and has similar meaning as in previous section.
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Chapter 7

Experimental results

This chapter shows the results of both real-world and simulation experiments. To gen-
erate results we are using library rpg_trajectory_evaluation' which is based on work [9]. We
will compare our algorithm to a GPS-only-based system. As a ground truth in real-world
experiments, we use RTK, which measures position within centimeter precision. In any of our
experiments, we have not used UAVs around active electrical power lines for safety reasons.
In Fig. 7.1 you can see photos of UAVs used for real-world experiments.

(a) ()

Figure 7.1: Photos of used UAV in experiments. Fig. 7.1a shows the UAV during experiments
in Libomysl, Fig. 7.1b shows the UAV during experiments in Temesvar.

7.1 Simulation results

Fig. 7.2 shows a top view comparison of our systems result and GPS-based system in
the simulation environment. The systems are compared on the same trajectory, which is a
record of a UAV’s flight around the power tower. It was scanned from all sides and at different
distances. Those images show alignment in the x and y axes. The z-axis is not implemented in
our system. Places with the most significant errors are places with a rapid orientation change,
time to compute position is up to 100 ms, and change in position is usually not significant.
However, a change in orientation can dramatically alter results.

Fig. 7.3 shows relative translation error in particular segments of flight. The median
error of our system is higher than the GPS-based system. However, our system should be more
robust. Since the electrical towers do not produce any electromagnetic noise in simulation,
the GPS is not disturbed more than usual.

A comparison of errors in each axis is shown in Fig. 7.4.

"https://github.com /uzh-rpg/rpg_trajectory_evaluation
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(a) Top view of trajectory alignment of the pro-
posed system and ground truth.

Figure 7.2: Comparison of the alignments. Fig.

GPS-based system.
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(a) Relative translation error of the proposed sys-
tem.
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(b) Top view of trajectory alignment of the gps
based system and ground truth.

7.2a shows our system, Fig. 7.2b shows the
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(b) Relative translation error of the gps based sys-
tem.

Figure 7.3: Comparison of relative translation errors in simulation. Fig. 7.3a shows our system,

Fig. 7.3b shows the GPS-based system.

1000
0
—1000 N

Position Drift [mm]
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Distance [m]

(a) Translation error of the proposed system in
specific axes.

Figure 7.4: Comparison of errors in each axis

Fig. 7.4b shows the gps based system.

7.2 Real-world results

Position Drift [mm]

0 20 40 60 80 100 120 140 160
Distance [m)]

(b) Translation error of the gps based system in
specific axes.

in simulation. Fig. 7.4a shows our system,

Fig. 7.5 shows a top view comparison of our systems result and current system in a real
environment. Notice that our filter during the flight is continuously less disturbed. LKF is
setting its weights for used sources during the run.

Here we are using RTK as ground truth and trajectories are evaluated in its coordinate
system. Unlike in simulation ground truth trajectory cannot be measured in real-world, how-
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ever RTK is several orders more accurate than both GPS and position estimation based on
ICP.

—— Estimate —— Estimate
——  Groundtruth —— Groundtruth
51 5
— 0 0
_5- _ 5_
—101 : : : : —101 : : : :
) 0 5 10 ) 0 5 10
X [m] X [m]
(a) Top view of trajectory alignment of the pro- (b) Top view of trajectory alignment of the GPS
posed system and ground truth. based system and ground truth.

Figure 7.5: Comparison of the trajectories alignment in real-world. Fig. 7.2a shows our system,
Fig. 7.2b shows the gps based system.

Fig. 7.6 shows relative translation error in particular segments of flight. Notice that
disturbance for GPS-based system is more significant than in simulation, but still, there was
no external source of electromagnetic noise because the transmission grid at the location of
the experiment was turned off for maintenance. In Fig. 7.7 you can see errors in each axis.

X X

£ 2001 £ 2001

() ()

K R

z %’ e — Z %’ ===

§ 0 . . = 0 "

= 10 47 15.71 20.95 26.19 & 10 47 lo 71 20 95 26.19

Distance traveled [m] Distance traveled [m

(a) Relative translation error of the proposed sys- (b) Relative translation error of the GPS based
tem. system.

Figure 7.6: Comparison of relative translation errors in real-world experiment. Fig. 7.6a shows
our system, Fig. 7.6b shows the gps based system.
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(a) Translation error of our system in specific axes. (b) Translation error of the gps based system in
specific axes.

Figure 7.7: Comparison of errors in each axis in real-world experiment. Fig. 7.7a shows our
system, Fig. 7.7b shows gps based system.
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7.3 Results summary

Results show that in both simulation and real-world experiments, the GPS-based system
is superior in tested conditions. Used LiDAR (ouster OS0-128) has a frequency of 10 Hz, time
needed for capturing a scan combined with time needed to compute position from this scan
can couse imperfections in position evaluation.

Another problem that our system has is that it is strongly dependent on the accuracy
of measurement of the pillars, both orientation, and position. If there is an error, then our
system would take it as a systematical error, which means its error would have a non-zero
mean value, and that contradicts conditions of correct use of the Kalman filter.

The estimation of the heading is highly inaccurate. Locally, it returns values within 20
degrees of real heading; however, it cannot be used on a global scale. The result of heading
estimation differs for every local minimum of the ICP evaluation function. The number of
those minima depends on the shape of the pillar and noise. Without noise, we can try to
correct those results by adding a constant to results according to their shape, but even this
does not generally work for all shapes and positions of the UAV, and it depends on how well
we can scan the pillars.
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Chapter 8

Integration into the MRS UAYV sys-
tem

In this chapter, we are explaining how our system is supposed to be used in the current
system architecture of the MRS UAV system [2]. The whole system uses the ROS framework.
Using ROS, we can subscribe to topics used in the system. Essential for us are topics from
LiDAR and GPS. From those topics, we obtain messages about the environment and position.
Then, we process that information as described in previous chapters. Furthermore, publish
our messages containing information about the position and orientation of the UAV to our
custom topics. Those topics should be subscribed to and used in the feedback control loop.
Architectire of the MRS UAV system can be seen in Fig. 8.1, green node is our system.

full-state attitude,
trajectory reference thrust control

Mission SE(3) Attitude

desired motor

planner controller controller

UAYV state
estimate State

estimation

onboard sensor data

our estimated position

Our
state <
estimation

Figure 8.1: Diagram showing integration of our system into current architecture.

Depending on used sensors different state estimators can be combined into final state
estimation. State estimation needs information about position x,, and velocity x,, of the UAV.
The position is obtained directly from message and velocity can be obtained from

X, A %, (8.1)
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where we approximate time derivative of position with position difference over time.
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Chapter 9

Conclusion

In this thesis, we have described and developed a system for the self-localization of a
UAYV based on 3D LiDAR data processing. This system should have had increased precision
and reliability. We have proved that precision has not increased, but the system should be
more robust and work even if GPS is distorted. Empirical tests were run on data both from
simulation and real-world obtained from a real UAV. Later in work, we have shown integration
of our system into Multi-robot Systems Group (MRS) UAV system, using ROS environment.
This covers all tasks of the assignment.

For future work, we could use measurements from other sensors like IMU. The system
is currently set to locate a single object and estimate the UAV position according to it. This
can be scaled to identify more objects at once. Alternatively, to identify which object from a
list of objects is detected.
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Chapter A

Appendix

The appendix contains a compressed folder containing the source code for the thesis,
a folder with the latex project, and scripts for launching our ROS nodes. Our code uses an
older version of API for transformers. It can be used on an older core or changed for a new
API. Recorded rosbags and videos are available at http://mrs.felk.cvut.cz/koci2022thesis.
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