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1. CURRENT SITUATION OF THE STUDIED PROBLEM

In the second half of the ®@entury, a new state—space theory about dynarstersg was developed.
The pioneering papers of the new theory were vritig Rudolf E. Kalman, (Kalman 1960, 1961).
The new theory considers not only input—output bdtaas previously used transfer functions, but
also the trajectories of the internal states. Thtesspace (SS) approach allows incorporatingitbie f
principles to the mathematical models. If not dlthee states are measurable, they can be estirbgted
state observers. This allows using, for examptgate feedback even if some of the states are midde

In the 60's and 70's, a new theory was being dg@esl remarkably quickly and it brought a new
potential for solving various problems, especiallyhe field of control and regulation, (Kailatr979;
Anderson and Moore, 1979; Kailath,al 2000; Gibbs, 2011). High computational power iffe
employing sophisticated control algorithms that sanificantly improve the control performance.
During past decades, the Model Predictive Contti*C) algorithms has begun to be widely used for
control of large processes such as petro chemiciisiry and power plants. If the model of a real
system is known, it allows predicting the state antput trajectories which can be further usedtier
control optimization. To obtain the state space elmdmany identification methods have been
developed, e.g. Subspace identification methodgy @ox Modeling and others, (Ljung 1987;
Katayama 2005Reha, 2010, 2011). However, only minor attention waglgo identification of the
stochastic part of the dynamic systems. Omittingeutainties and noise properties can lead to
significant limitation of the algorithms based gdyren modeling of the deterministic part. As an
example, consider a state estimator — Kalman filtke quality of the state estimates depends on the
knowledge of the deterministic part of the realtsys but also on the knowledge of the stochastic
properties and noise entering the process.

Throughout the thesis, linear dynamic systems tfteby a Gaussian noise will be considered as
the models of real processes. The correspondirtg esdimator for a linear system is given by the
system matrices and the noise properties reprasbgiteovariance matrices.

The problem of finding a model of the determinigbiart is solved by various identification
methods. Examination and identification of the Bastic properties of real processes is studielisn t
thesis. If the real process is well identified, theterministic as well as the stochastic part, titen
predictions of such a model are accurate everofugdr horizons. This leads to better estimation and
prediction of the hidden system states and outpMtsurate estimates/predictions can be used by
controllers leading to better performance of thel process, less energy consumption, less pollution
and increased safety which are the main goalsesgot technology.

Methods for identification of linear dynamic systeare being developed for over one century. At the
beginning, input—output relation represented bgdfer functions was used. In the 60's, the stateesp
methods became popular and quickly improved. Howewrly minor attention was paid to the
identification of the stochastic part of a systerd aoise properties.

In the 60's, the pioneering papers were writteruatie estimation of noise covariances, (Mehra 1970
1972; Carew and Belanger 1973; Neethling and Yd@wy; Belanger 1974). It was observed that the
autocorrelation of the output prediction errorslirearly depended on the covariance matrices
describing the entering Gaussian noise. Then,deersl decades, this topic was quite overlooked by
the control science. Some research was done wilttkitfields of speech, acoustics, sighal processing
and statistics, but the knowledge was not suffityegpplied to solve the problems of the system and
control theory.

The latest methods concerning the estimation (fenocbvariances were published in years 2005-
2009, (Odelsoret al 2005; Akessoret al 2008; Rajamani and Rawlings, 2009; Durgkal 2009).
The main contribution of the recent papers wasrdlguos that offer a solution for finding the noise
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covariance matrices in the explicit form. The araji paper was written by Odelset al. and the
further publications offer several extensions anddification of the original approach. The last
mentioned reference, (Dunigt al. 2009), offers a comparison and discussion oventathods for the
estimation of noise covariances.

Another approach is described in Petiral. (2009) which describes a method for estimation of
the covariance matrix using the innovation formaofinear system. This paper also proves the
consistency of the estimation process. However,irit@al Kalman gain is assumed to be a priori
known for the given system, which simplifies thelgem.

2. AIMS OF THE DOCTORAL THESIS

The goal of the thesis is developing new approaehésalgorithms for analysis and identification of
the stochastic part of dynamic systems. The maial ¢® to develop a Bayesian algorithm for
estimation of the noise covariance matrices. Ferathalysis purposes, the models will be considered
as discrete, linear and affected by Gaussian noise.

The main results of the thesis are separated iméo individual chapters. The first main
contribution of the thesis is covered in Chaptert 3olves a question, whether the filter perfonce
is optimal or not, i.e. whether the quality of thate estimates can be improved. The question is
answered by examining the sequence of output giedierrors, which is the only measurable value.
If the output prediction errors form a white sequesnthan it holds, that the filter performance is
optimal. Chapter 3, therefore, solves a problernthdf given sequence is white or colored. Several
different methods are described and compared twitdhely cited method published by Mehra in 1970.
The optimality tests are then used together withrtbise covariance estimating algorithms as a form
of adaptive Kalman filter.

The second part of the thesis contains a deta#sdrigption of the Bayesian approach used to
estimate the covariance matrices of the enteringenfoom the given output data. Bayesian theory is
used together with Monte Carlo numerical methodsvefal modifications are discussed for this
method, and an extensive comparison to the prelyipudblished algorithms is given.

The third part of the thesis provides an overvidbowd the colored noise. In the typical
application of the Kalman filter, it is assumedttli@ entering noise is white. However, this is not
necessarily true, and neglecting the color property lead to the poor state estimates. Chapter
5Chyba! Nenalezen zdroj odkaa. discusses how to detect whether the entering n®iselored
or white using the time and the frequency domadialsio discusses whether it is possible to distsigu
between colored process noise and colored measuot@mise. The chapter further offers an overview
of possible solutions. It also contains several etiical examples and highlights a significant pagnt
of further research on this field.

The last part derives the Cramér—Rao bound foretamation of the noise covariances. This
bound represent the limitation of the estimatiogoathms and can provide overview about possible
convergence rates for any new approaches solviegestimation of the noise covariances. A
numerical example demonstrates the performancheoBayesian algorithm and the recent methods
and compares the results to the Cramér—Rao bound.

Summary of the thesis goals

1) Analyze stochastic properties of linear dynasyistems.
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2) Summarize, develop and compare algorithms fdbpeance evaluation of a Kalman filter.
3) Develop an approach for estimation of the nomeariance matrices.

4) Analyze linear systems affected by colored ndiselop a method for detection of a colored
noise. Develop an approach that deals with theredlnoise and demonstrate a potential of
using a noise shaping filter.

5) Analyze the limits for quality of the noise conence estimation algorithms using Cramér-Rao
bounds.

3. WORKING METHODS

The main tool, for analysis of the stochastic @& #tochastic properties of dynamic systems, was the
statistics and probability theory. Bayesian appnoaas used to develop the algorithm for the
estimation of noise covariance matrices. Bayessgmoach often leads to non-linear and non-convex
problems. To deal with these difficulties, we enyeld numerical methods called Monte Carlo. Monte
Carlo represents a family of numerical methods tiaat deal with problems which cannot be solved
analytically. The numerical algorithms can solveoahigh dimensional problems, however, the
requirements for computer memory and power incregapally with the problem size. However,
numerical simulasions represent a stratightforwaag for solving hard problems.

Throughout the thesis, a linear dynamic systememagloyed for the analysis. Identification and
analysis of the stochastic properties was the maal. More concretly, the noise covariance matrices
were of the interest. The paper Odelsbral. (2005) describes an algebraic method for idexattibn
of the noise covariance matrices. In the doctdnakis, the Bayesian approach was applied. This
approach develops probability distribution functomather than simple point estimates. The
probability distribution functions provides sigiéintly more information about the estimation qyalit
Statistical approach provides also a quality measalled Cramér-Rao bounds, which allows to
define the optimal performance and limits for tlegfprmance quality. We have derived the Cramér-
Rao bounds for the problem of estimating the neoiseariances and the proposed alogorithm was
compared to the Cramér-Rao bounds.

Chapter 5 of the thesis deals with detection obreml noise. Two approaches were used - the
time and the frequency domain analysis. Statistivaihods were used in the time time domain, and
spectral densities in the frequency domain. Thptdraemploys a polynomial methods to demonstrate
equivavelncy of two different noise models.

4, RESULTS

The doctoral thesis covered a large part of thehststic properties estimation for linear dynamic
systems. First part discussed optimality tests, ¢ha be used for evaluation of the state estimatio
quality using the innovation sequence. The whiteriests are widely used by statisticians, however,
they can be hardly found in the control field l&emre. Technologists and scientists who use the
Kalman filter for state predictions usually do mse any quality measure. We have chosen the most
significant whiteness property tests and demoresttagir performance with various systems. For this
purpose we analyzed and compared several estimbtorhe autocorrelation function. We have
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proposed an estimator that generates independeletyically distributed values. Further, a quality
measure has been proposed together with the decbiout optimality. The quality measure can be
used to compare the settings of a Kalman filter sin@ available. It can be also used to detectggsan
in the noise intensity or structure.

The second part of the thesis described algorittemthe noise covariance estimation. It started
with demonstration that the Bayesian principles eaimact enough information from the output data
for the estimation of noise covariances. Togethigh Wonte Carlo methods, we have proposed an
algorithm that is better than previously publishedthods and works also with MIMO systems.
Combining the quality measures and the estimatigorithm we have proposed an adaptive Kalman
filter, that can use a newly measured data to @pdhé covariances and evaluate the filter
performance.

The third part of the thesis used the knowledgeuabite noise covariance estimation and the
optimality tests. We have shown how to detect thatentering noise is colored. The time and the
frequency domain analyses were employed to decidgher the given system is able to generate the
output spectral density the same as the measugedldias. We also introduced a simple practical
method for finding the shaping filter. It was demstvated on a numerical example, how the Kalman
filter performance can be improved when the appatgishaping filter is used and the color property
of the entering noise is not neglected. We poimetthe spectrum of the innovation sequence and
also the state prediction error.

The last part discussed the limits of the estinmatjaality for the noise covariances. We have
employed the Cramér—Rao bounds and calculate theadsofor this particular problem using the
approach proposed by Simaedlal (2006). We have shown some interesting propexieshe
Cramér—Rao bounds for this problem. The fact thathave calculated the Cramér—Rao bounds only
for a scalar system does not mean any significaatiglantage. Any newly proposed algorithm can be
compared to the Cramér—Rao bounds employing thiarssgstem. It can be expected that if the
performance for small system is far from the optimthe algorithm would not work well for larger
systems.

Several of the functions used for calculationsdlgfmut the thesis are attached in Appendix A in
m—code for Matlab. Most of them are necessary 1d8/8cALS method, however, they are ready for a
general use.

5. CONCLUSION

The doctoral thesis covers a large part of thehsistic properties estimation for linear dynamic
systems. First part discusses optimality testd, ¢dha be used for evaluation of the state estimatio
quality using the innovation sequence.

The second part of the thesis described algoritiomthe noise covariance estimation. It started
with demonstration that the Bayesian principles eammact enough information from the output data
for the estimation of noise covariances. Togeth# Wonte Carlo methods, we have proposed an
algorithm that is better than previously publishedthods and works also with MIMO systems.
Combining the quality measures and the estimatigorithm we have proposed an adaptive Kalman
filter, that can use a newly measured data to @pdhé covariances and evaluate the filter
performance.

The third part of the thesis used the knowledgeuabite noise covariance estimation and the
optimality tests. We have shown how to detect thatentering noise is colored. The time and the
frequency domain analyses were employed to decidgher the given system is able to generate the
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output spectral density the same as the measugedl dias. We also introduced a simple practical
method for finding the shaping filter. It was derstvated on a numerical example, how the Kalman
filter performance can be improved when the appatgpishaping filter is used and the color property
of the entering noise is not neglected. We poirttedthe spectrum of the innovation sequence and
also the state prediction error.

The last part discussed the limits of the estinmjaality for the noise covariances. We have
employed the Cramér—Rao bounds and calculate thadsofor this particular problem using the
approach proposed by Simaetlal (2006). We have shown some interesting propeuieshe
Cramér—Rao bounds for this problem.

The doctoral thesis meets all its assignments aatsgThe original results have been presented
at high impact conferences and journals. The respftesented here can be used for practical
applications and also as an inspiration for a fmthesearch in the field of stochastic system
identification.
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8. SUMMARY

The doctoral thesis covers a part of the stochastiperties identification for linear dynamic syate
Knowledge of the noise sources and uncertaintiesgential for the state estimation performance. Th
covariances of the process and measurement ngiseseait tuning parameters for the Kalman filter
and the state estimation quality depends directlthem. The thesis deals with estimation of thaeoi
covariances from the measured data. A Bayesiamagpprtogether with Monte Carlo methods are
employed for this task. The thesis describes opitiyri@sts that can be used to evaluate the quafity
the state estimates obtained by a Kalman filtenesv approach was introduced to detect the color
property of the process noise. If the process risiselored, the shaping filter can be found intihes

or frequency domain. It can be added to the Kalfilger which can be then tuned optimally. The
limitations of the noise covariance estimation asaluated by the Cramér—Rao bounds. The
convergence of the proposed algorithms and theqursly published ones were compared.

9. RESUME

Tato diserténi prace se zabyva identifikaci stochastickych talasti linearnich dynamickych
systénti. Znalost stochastickych vlastnosti a g#osti tvai hlavni podminku pro kvalitu odhadovani
a filtrace. Vlastnosti Sumu, jakalost a kovariatini matice, vstupuji do syntézy pozorovatstavi
jako ladici parametry. Jejich znalogtmpo ovliviiuje kvalitu odhadu a predicki stavu. Pokud predikce
a filtrace poskytuji hodnoty blizké skdtgym staéim, je mozné pozorovatele vyuZit idigiad pro
prediktivnitizeni, které postugrziskava stale vic pmyslovych aplikaci.

Disert&ni prace si klade za cil analyzu stochastickyctstulasti linearnich procésa navrh
algoritmi pro jejich odhad. V préci se Siroce vyuZiva Bayska teorie spolu s numerickymi
metodami Monte Carlo. Hlavnintiposem préce je navrh algoriinpro odhad kovariamich matic
Sumu vstupujiciho do procesu. Spolu s odhadovaaoritmy byly navrzeny i testy optimality, ktoré
poskytuji kvalitativni hodnoceni odhadtavi, které generuji pozorovatele.

Prace se dale zabyva detekci barevného Sumu, jeery teorii Kalmanské filtraceiasto
zanedbavan. Ukazali jsme, jak Ize detekovat baré&um pomoci analyzy asové i frekveeni
oblasti. N&rtli jsme zpisob, jak najit odpovidajici tvarovaci filtr Sumuyak jej implementovat do
Kalmanova filtru. Zarovie jsme poukézali na nejednoznasti, které finasi pozorovani vystupnich
dat.

V posledni¢asti prace jsme odvodili Cramérovy-Raovy meze &edstavuji limity pro kvalitu
odhadu. Ukazali jsmeékolik zajimavych souvislosti mezi odhadem stavudhamlem kovariamich
matic. Demonstrovali jsme souvislost mezi Riccatiienici a Cramérovymi-Raovymi mezemi. Meze
kvality odhadu jsme vyuZili pro hodnoceni kvalitavnzeného algoritmu pro odhad kovatiaith
matic a porovnali jsme novy algoritmusiéve publikovanymi.
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