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Abstract

Modelling and simulation of the fundamental performance limits of Wireless
Sensor Networks (WSNs) is of paramount importance to understand their
behaviour under the worst-case conditions and to make the appropriate
design choices. This is particular relevant for time-sensitive WSN appli-
cations, where the timing behaviour of the network protocols impacts on
the correct operation of these applications. Furthermore, energy efficiency
is a key requirement to be fulfilled in these applications since the wireless
nodes are usually battery-powered. In that direction this thesis contributes
with an accurate simulation model of the IEEE 802.15.4/ZigBee protocols
and an analytical methodology for the worst-case analysis and dimensioning
of a static or even dynamically changing cluster-tree WSN where the data
sink can either be static or mobile. The thesis is focused on the study
of WSNs with cluster-tree topology because it supports predictable and
energy efficient behaviour, which is suited for time-sensitive applications
using battery-powered nodes. On the other side, in contrast with the star
and mesh topologies, the cluster-tree topology expresses several challenging
and open research issues such as a precise cluster scheduling to avoid inter-
cluster collisions (messages/beacons transmitted from nodes in different
overlapping clusters). Hence, the next objective is to find the collision-free
periodic schedule of clusters’ active portions, called Time Division Cluster
Schedule (TDCS), while minimizing the energy consumption of the nodes and
meeting all data flows’ parameters. The thesis also shows how to apply the
proposed methodologies to the specific case of IEEE 802.15.4/ZigBee beacon-
enabled cluster-tree WSNs, as an illustrative example that confirms the
applicability of general approach for specific protocols. Finally, the validity
and accuracy of the simulation model and methodologies are demonstrated
through the comprehensive experimental and simulation studies. Using the
proposed analytical methodologies and simulation model, system designers
are able to easily configure the IEEE 802.15.4/ZigBee cluster-tree WSN for a
given application-specific Quality of Service (QoS) requirements prior to the
network deployment.

Keywords: cluster-tree; energy efficiency; IEEE 802.15.4; Network Calcu-
lus; quality of service; real-time; simulation; wireless sensor network; ZigBee.



Goals and objectives
The main goals of this work have been set as follows.

1. The design, implementation and evaluation of an accurate simulation
model for IEEE 802.15.4 and ZigBee protocols focusing on the Guaran-
teed Time Slot (GTS) mechanism and ZigBee hierarchical routing stra-
tegy in beacon-enabled cluster-tree Wireless Sensor Networks (WSNs).

2. The formulation, implementation and evaluation of a methodology
that solves the energy efficient clusters’ scheduling problem in a static
cluster-tree WSN with a predefined set of time-bounded data flows,
assuming bounded communication errors.

3. The analysis of the interdependence among the reliability of data
transmission, the energy consumption of the nodes and the timeliness
in IEEE 802.15.4/ZigBee beacon-enabled cluster-tree WSNs.

4. The formulation, implementation and evaluation of a methodology that
enables quick and efficient worst-case dimensioning of network resources
in a static or even dynamically changing cluster-tree WSN where a
static or mobile sink gathers data from all sensor nodes, assuming
bounded communication errors.
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Chapter 1

Introduction

The tendency for the integration of computations with physical processes
is pushing research on new paradigms for networked embedded systems
design [1]. Wireless Sensor Networks (WSNs) have naturally emerged as
enabling infrastructures for cyber-physical applications that closely interact
with external stimulus. WSNs are mainly aimed at control and monitoring
applications where relatively low data throughput and large scale deployment
are the main system features. Furthermore, energy efficiency and timeliness
are key requirements to be fulfilled in these applications since the wireless
nodes are usually battery-powered and the end-to-end delays of time-sensitive
messages must be bounded. For example, the emergency response system in
a disaster area or intruder alarm system on the border line [2,3] both require
time-bounded communications and long lifetime of entire network.

Wireless Sensor Networks may be installed and maintained for a fraction
of the cost and time of an existing wired network. Wireless networks offer
more flexibility and can provide sensing and actuating in previously hard-to-
reach areas. In addition, WSNs may be installed in a hazardous or extreme
environment where very specialized and costly procedures must be adhered.
Since the wireless nodes are usually battery-powered, the network can be
effectively used in environments where electricity is not available or some
level of mobility is required (e.g. rotating parts of machines or linear position
metering [4]). On the other side, using batteries requires effective power
management.

Wireless Sensor Networks can be classified into two types, infrastructure-
based networks and ad hoc (infrastructure-less) networks. The former is
less flexible since it employs the pre-deployed and structured topology,
but provides better support of predictable performance guarantees using

1



2 Chapter 1 Introduction

deterministic routing protocols. Basically, the infrastructure-based networks
rely on the use of contention-free MAC protocols (e.g. Time Division Multiple
Access (TDMA) or token passing) to ensure collision-free and predictable
access to the shared wireless medium, and the ability to perform end-to-end
resource reservation. These represent important advantages of infrastructure-
based networks when compared to what can be achieved in ad hoc networks,
where contention-based MAC protocols and probabilistic routing protocols [5]
are commonly used. The ad hoc network provides good flexibility to adaptive
network changes, but at the cost of unpredictable performance. Hence, when
predictable performance guarantees are the objective, it is suitable to rely
on infrastructure-based WSNs such as cluster-tree. On the other side, the
cluster-tree WSN expresses many challenging and open research issues in the
area of real-time and energy efficient communications (e.g. a precise cluster
scheduling to avoid inter-cluster collisions), which have been addressed in
this thesis.

The WSN applications can be of many different types and can have
different requirements [6]. For example, an environmental monitoring
application that simply gathers temperature readings has less stringent
requirements than a real-time tracking application using a set of wireless
networked cameras. Therefore, it is crucial that sensor network resources
are predicted in advance, to support the prospective applications with a
predefined Quality of Service (QoS) such as end-to-end delay. Thus, it is
important to have adequate methodologies to dimension network resources in
a way that the requested QoS of the sensor network application is satisfied [7].
However, the provision of QoS has always been considered as very challenging
due to the usually severe limitations of WSN nodes, such as the ones
related to their energy, computational and communication capabilities, and
due to communication errors resulting from the unreliable and time-varying
characteristics of wireless channels [8]. Consequently, it is unrealistic to
provide deterministic performance guarantees and support of hard real-time
communications in a WSN. In general, no (wireless) communication channel
is error-free thus being able to provide 100% guarantees.

Network communication protocols, e.g. at the data link layer, are
able to detect most communication errors and, in some cases, correct
some of them. The ultimate objective of communication protocols is to
guarantee that messages arrive to the destination logically correct and on
time. A corrupted or lost message can be detected by simple checksum
or acknowledgement mechanisms, respectively, and it can be restored by a
retransmission mechanism, for example. Note that all of these mechanisms
are natively supported by the IEEE 802.15.4 standard [9]. However, each
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retransmission decreases throughput, increases the energy consumption of
the nodes and the end-to-end communication delay such that a fair trade-off
between reliability and timeliness of data transmission must be found. Even
if the analysis has to deal with some unknown parameters, such as channel
error, the maximum number of retransmissions must be bounded, otherwise,
the analysis will not be possible. Using this bound, a system designer
can perform capacity planning prior to network deployment to ensure the
satisfaction of QoS requirements.

This thesis is organized as follows. Since the proposed general methodolo-
gies are applied to the specific case of IEEE 802.15.4/ZigBee beacon-enabled
cluster-tree WSNs, Chapter 2 gives an overview to the most significant
features of the IEEE 802.15.4 standard [9] and ZigBee specification [10],
which are the leading communication technologies for low data rate, low
cost and low power consumption WSNs. Chapter 3 presents an accurate
IEEE 802.15.4/ZigBee simulation model and provides a novel methodology
to tune the IEEE 802.15.4 parameters such that a better performance can be
guaranteed. Assuming a static cluster-tree WSN with a set of multi-source
mono-sink time-bounded data flows, the objective of Chapter 4 is to find
the collision-free periodic schedule of clusters’ active portions, called Time
Division Cluster Schedule (TDCS), while minimizing the energy consumption
of the nodes and meeting all data flows’ parameters. Chapter 5 provides a
simple yet efficient methodology based on Network Calculus for the worst-
case dimensioning of static or even dynamically changing cluster-tree WSNs
where the data sink can either be static or mobile and, consequently, the
evaluation of the end-to-end delay bounds for time-sensitive data flows.
Finally, the conclusions are drawn in Chapter 6.

1.1 Outline and Contribution

Three main parts can be identified within this thesis. The motivation that
has driven the first part was the comprehensive performance evaluation of
the real-time behaviour of the IEEE 802.15.4/ZigBee beacon-enabled cluster-
tree WSNs. Thus, the Chapter 3 contributes an accurate Opnet simulation
model of the IEEE 802.15.4/ZigBee protocols focusing on the implementation
of the Guaranteed Time Slot (GTS) mechanism and ZigBee hierarchical
routing strategy. The proposed simulation model is used to carry out a
set of experiments and to compare the obtained simulation results with the
ones that were previously obtained [11] using an analytical model based on
Network Calculus. The behaviours of both models are roughly identical in
terms of the GTS data throughput and the media access delay. Additionally,
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and probably more importantly, based on the simulation model a novel
methodology is proposed to tune the IEEE 802.15.4 parameters such that
a better performance can be guaranteed, both concerning maximizing the
throughput of the allocated GTS as well as concerning minimizing media
access delay.

In particular, the first part presents the following contributions:

1. An accurate simulation model of IEEE 802.15.4/ZigBee protocols that
has been implemented in the Opnet network simulator.

2. A demonstration of the validity of proposed simulation model through
an analytical model based on Network Calculus.

3. A novel methodology to tune the IEEE 802.15.4 parameters such that
a better performance can be guaranteed.

The second part, relating to the Chapter 4, provides a clusters’ scheduling
mechanism, called Time Division Cluster Scheduling (TDCS), based on the
cyclic extension of RCPS/TC (Resource Constrained Project Scheduling
with Temporal Constraints) problem for a static cluster-tree WSN with a
predefined set of time-bounded data flows, assuming bounded communication
errors. The objective is to find a periodic schedule, which specifies when the
clusters are active while avoiding possible inter-cluster collisions, meeting
all end-to-end deadlines of time-bounded data flows and minimizing the
energy consumption of the nodes by setting the TDCS period as long as
possible. The performance evaluation of the TDCS scheduling tool shows
that the problems with hundreds of nodes can be solved while using optimal
solvers. The scheduling tool enables system designers to efficiently configure
all the required parameters of the IEEE 802.15.4/ZigBee beacon-enabled
cluster-tree WSNs in the network design time. The practical application
of TDCS scheduling tool is demonstrated through the simulation study.
In addition, using the simulation model the analysis in Section 4.6 shows
how the maximum number of retransmissions impacts the reliability of
data transmission, the energy consumption of the nodes and the end-to-end
communication delay in the IEEE 802.15.4/ZigBee beacon-enabled cluster-
tree WSNs.

In particular, the second part presents the following contributions:

1. A formulation of the clusters’ scheduling problem by a cyclic extension
of RCPS/TC. Using this formulation, the users are not restricted to
a particular implementation but they can make a similar extension to
any of the algorithms solving this type of problem.
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2. A solution of cyclic extension of RCPS/TC by an Integer Linear
Programming (ILP), where a grouping of Guaranteed Time Slots (GTS)
leads to very efficient ILP model having a few decision variables.

3. An application of this methodology to a specific case of IEEE 802.15.4/
ZigBee beacon-enabled cluster-tree WSNs.

4. A time complexity evaluation of the proposed TDCS algorithm imple-
mented in Matlab while using the simplex-based GLPK solver.

5. A simulation analysis of how the maximum number of retransmissions
impacts the reliability of data transmission, the energy consumption of
the nodes and the end-to-end communication delay.

The main outcome of the third part, relating to the Chapter 5, is the
provision of a comprehensive methodology based on Network Calculus, which
enables quick and efficient worst-case dimensioning of network resources (e.g.
bandwidth and buffer size) in a static or even dynamically changing cluster-
tree WSN where a static or mobile sink gathers data from all sensor nodes.
Consequently, the worst-case performance bounds (e.g. end-to-end delay)
can be evaluated for a cluster-tree WSN with bounded resources. This
enables system designers to efficiently predict network resources that ensure
a minimum QoS during extreme conditions (performance limits).

In particular, the third part presents the following contributions:

1. A formulation of a simple yet efficient methodology, based on Network
Calculus, to characterize incoming and outgoing data traffic in each
router in the cluster-tree WSN and to derive upper bounds on buffer
requirements and per-hop and end-to-end delays for both upstream and
downstream directions.

2. A description of how to instantiate this methodology in the design of
IEEE 802.15.4/ZigBee cluster-tree WSNs, as an illustrative example
that confirms the applicability of general approach for specific proto-
cols.

3. A demonstration of the validity of proposed methodology through
an experimental test-bed based on Commercial-Off-The-Shelf (COTS)
technologies, where the experimental results are compared against the
theoretical results and assess the pessimism of the theoretical model.

4. An analysis of the impact of the sink mobility on the worst-case
network performance and an outline of alternatives for sink mobility
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management, namely how the routes must be updated upon the
mobility of the sink, and how this procedure affects the worst-case
network performance (network inaccessibility times).

Complete list of my published/submitted papers is given at the end of
the thesis in Section Author’s publications.



Chapter 2

Overview of IEEE 802.15.4
and ZigBee

2.1 Introduction

This chapter gives an overview to the most significant features of the IEEE
802.15.4 standard and ZigBee specification. It particularly focuses on the
beacon-enable mode and cluster-tree topology that have ability to provide
predictable QoS guarantees for the time-sensitive and energy efficient wireless
sensor applications.

IEEE 802.15.4 [9] standard and ZigBee [10] specification stand as the
leading communication technologies for large scale, low data rate, low cost
and low power consumption Wireless Sensor Networks (WSNs) (In 2012,
802.15.4-enabled chips will reach 292 million, up from 7 million in 2007 [12]).
IEEE 802.15.4/ZigBee are quite flexible for a wide range of applications by
adequately tuning their parameters (see Chapter 3). They can also provide
real-time guarantees for time-sensitive WSN applications (see Chapters 4
and 5). Sometimes, people confuse IEEE 802.15.4 with ZigBee. The
IEEE 802.15.4 standard specifies the physical layer and medium access
control (MAC) sub-layer, while the network layer and the framework for
the application layer are provided by the ZigBee specification such that a
full protocol stack is defined. Recently the ZigBee Alliance and the IEEE
decided to join forces and ZigBee is the commercial name for the IEEE
802.15.4/ZigBee communication technology.

The IEEE 802.15.4 standard defines two main types of wireless nodes:
a Full-Function Device (FFD) and a Reduced-Function Device (RDF).
The FFD implements all the functionalities of the 802.15.4 protocol and

7
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can operate in three modes serving as a PAN (Personal Area Network)
coordinator, a coordinator, or an end device. On the other hand, the RFD
can operate only as an end device using a reduced implementation of the
802.15.4 protocol, which requires minimal resources and memory capacity.
An end device must be associated with a coordinator and communicates
only with it. Coordinators can communicate with each other, and they are
capable to relay messages. One of the coordinators is designed as a PAN
coordinator and it holds special functions such as identification, formation
and control of the entire network.

The data payload is passed from the application layer to the network layer,
and it is referred to as the Network Service Data Unit (NSDU) (Figure 2.1).
This payload is prefixed with a network header (NHR) of 64-bit size, which
comprises frame control, addressing and sequencing information [10]. The
NHR and NSDU form the Network Protocol Data Unit (NPDU), which is
passed to the data link layer as the MAC payload, i.e. MAC Service Data
Unit (MSDU). The maximum MAC payload that can be transmitted in a
data frame is equal to aMaxMACPayloadSize (944 bits). The MAC payload
is prefixed with a MAC Header (MHR) and appended with a MAC Footer
(MFR). The MHR contains the frame control field, data sequence number,
addressing fields, and optionally the auxiliary security header. The MFR is
composed of a 16-bit frame control sequence (FCS). The MHR, MSDU, and
MFR together form the MAC Protocol Data Unit (MPDU). The maximum
size of a MPDU is equal to aMaxPHYPacketSize (1016 bits). Hence, the
minimum size of MAC Header is equal to 56 bits using 16-bit short addresses.
The MPDU is passed to the physical layer as the Physical Service Data Unit
(PSDU), which becomes the PHY payload. The PHY payload is prefixed
with a Physical Header (PHR) of 8-bit size and a Synchronization Header
(SHR) of 40-bit size enabling the receiver to achieve symbol synchronization.
The SHR, PHR, and PSDU together form the Physical Protocol Data Unit
(PPDU), which can be dispatched to a wireless channel.

2.2 Physical layer

The physical layer is responsible for data transmission and reception using
a certain radio channel according to a specific modulation and spreading
techniques. The IEEE 802.15.4-2003 [13] standard supports three unlicensed
frequency bands: 2.4 GHz (worldwide, 16 channels), 915 MHz (North
America and some Asian countries, 10 channels) and 866 MHz (Europe, 1
channel). The data rate is 250 kbps at 2.4 GHz, 40 kbps at 915 MHz and
20 kbps at 868 MHz. In addition, four frequency band patterns have been
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Figure 2.1: Structure of the IEEE 802.15.4/ZigBee frames.

added to the 868/915 MHz bands in the last revision of the standard (IEEE
802.15.4-2006 [9]). All of these frequency bands are based on the Direct
Sequence Spread Spectrum (DSSS) or Parallel Sequence Spread Spectrum
(PSSS) spreading techniques that have inherently good noise immunity. The
standard also allows energy detection, link quality indication, clear channel
assessment and radio channel switching.

This thesis only considers the 2.4 GHz band with 250 kbps data rate,
which is also supported by the TelosB motes [14] used in the experimental
test-beds. In addition, the Zigbee specification is only defined for this
frequency band.

2.3 Data link layer

The MAC sub-layer supports the beacon-enabled or non beacon-enabled
modes that may be selected by a central controller of the WSN, i.e. PAN
coordinator. In non beacon-enabled mode, the nodes can simply transmit
messages using unslotted Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) channel access protocol. In fact, the ”collision
avoidance” mechanism is based on a random delay prior to transmission,
which only reduces the probability of collisions. Thus, this mode cannot
ensure collision-free and predictable access to the shared wireless medium
and, consequently, it cannot provide any time and resource guarantees. On
the other side, the beacon-enabled mode enables the synchronization of a
WSN using periodic beacon frames, the energy conservation using low duty-
cycles, and the provision of collision-free and predictable access to the wireless
medium through the Guaranteed Time Slot (GTS) mechanism. Thus, when
the timeliness and energy efficiency are the main concerns, the beacon-
enabled mode should be employed.
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Figure 2.2: Superframe structure of IEEE 802.15.4.

In beacon-enabled mode, beacon frames are periodically sent by a
coordinator to synchronize nodes (i.e. coordinators or/and end devices)
that are associated to it and to describe the structure of the superframe
(Figure 2.2). Beacon Interval (BI) is defined as the time interval between two
consecutive beacons, and it is divided into an active portion and, optionally,
a following inactive portion. During the inactive portion, each associated
node may enter a low power mode to save energy resources.

The active portion, corresponding to Superframe Duration (SD), is
divided into 16 equally-sized time slots, during which data transmission is
allowed. These time slots are further grouped into a Contention Access Period
(CAP) using slotted CSMA/CA for the best-effort data delivery, and an
optional Contention Free Period (CFP) supporting the time-bounded data
delivery. Within the CFP, the coordinator can allocate Guaranteed Time
Slots (GTS) to its associated nodes. The CFP supports up to 7 GTSs and
each GTS may contain one or more time slots. Each node may request
up to one GTS in transmit direction, i.e. from the associated node to the
coordinator, or/and one GTS in receive direction, i.e. from the coordinator
to the associated node. A GTS is activated upon a request, where a node
explicitly expresses the number of time slots that it wants to allocate from its
coordinator. The allocation of the GTS cannot reduce the length of the CAP
to less than the value specified by aMinCAPLength constant (7.04 ms [9])
ensuring that commands can still be transferred when GTSs are being used.
A node to which a GTS has been allocated can also transmit best-effort data
during the CAP. Note that there are neither beacons nor superframes in non
beacon-enabled mode.

The explicit GTS allocation, which is natively supported by the IEEE
802.15.4 standard, has the advantage of being simple. However, the GTS
resources may quickly disappear, since a maximum of 7 GTSs can be allocated
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in each superframe. Moreover, the explicit GTS allocation may be not
efficient enough in terms of bandwidth utilization, since the bandwidth of
a GTS is given by an integer multiple of the time slot. To overcome these
limitations, the implicit GTS Allocation MEchanism (i-GAME) was proposed
by Koubâa et al. [15]. The i-GAME approach enables the use of a GTS by
several nodes while all their requirements (e.g. bandwidth, delay) are still
satisfied. For that purpose, the authors have proposed an admission control
algorithm that enables to decide whether to accept a new GTS allocation
request or not, based not only on the remaining time slots, but also on the
traffic specifications of the flows, their delay requirements and the available
bandwidth resources. Hence, more than 7 nodes may be associated to a
coordinator. On the other hand, the implicit GTS allocation may enlarge
the end-to-end delay.

Beacon Interval (BI) and duration of active portion (SD) are defined by
two parameters, the Beacon Order (BO) and the Superframe Order (SO) as
follows:

BI = aBaseSuperframeDuration · 2BO

SD = aBaseSuperframeDuration · 2SO

 for 0 ≤ SO ≤ BO ≤ 14 (2.1)

where aBaseSuperframeDuration = 15.36 ms (assuming the 2.4 GHz fre-
quency band with 250 kbps data rate) and denotes the minimum duration
of the active portion when SO = 0. The ratio of the active portion (SD) to
the BI is called the duty-cycle. IEEE 802.15.4 standard is optimized for low
duty-cycles (under 1%), which is interesting for the battery-powered nodes
to significantly reduce their power consumption. On the other side, low duty-
cycle enlarges the end-to-end delays in multi-hop networks such that a fair
trade-off between timeliness and energy efficiency must be found.

The MAC sub-layer needs a finite amount of time to process data received
by the physical layer. Hence, the consecutive frames are separated by Inter-
Frame Spacing (IFS) (Figure 2.3). The IFS is equal to a Short Inter-
Frame Spacing (SIFS) of a duration of at least 0.192 ms, for MAC frame
(MPDU) lengths smaller than or equal to aMaxSIFSFrameSize (144 bits).
Otherwise, the IFS is equal to a Long Inter-Frame Spacing (LIFS) of
a duration of at least 0.64 ms, for MAC frame lengths greater than
aMaxSIFSFrameSize bits and smaller than the maximum size of a MAC
frame aMaxPHYPacketSize (1016 bits). In an acknowledged transmission
the IFS follows the acknowledgement frame, otherwise the IFS follows the
frame itself (Figure 2.3).
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Figure 2.3: The Inter-Frame Spacing.

IEEE 802.15.4 standard also supports acknowledgement and retransmis-
sion mechanisms to minimize the communication errors coming from the
unreliable and time-varying characteristics of wireless channels. In the case of
acknowledged transmissions, the sender waits for the corresponding acknowl-
edgement frame at most macAckWaitDuration (0.864 ms). The receiver
can commence transmission of acknowledgement frame aTurnaroundT ime
(0.192 ms) after the reception of the data or command frame. If an acknowl-
edgement frame is received within macAckWaitDuration, the transmission is
considered successful. Otherwise, the data transmission and waiting for the
acknowledgement are repeated up to a maximum of macMaxFrameRetries
(range 0-7, default 3) times. If an acknowledgement frame is not received
after macMaxFrameRetries retransmissions, the transmission is considered
failed. Note that each retransmission decreases the effective throughput
and increases the communication delay and energy consumption such that a
fair trade-off between reliability of data transmission, timeliness and energy
efficiency must be found (see the simulation results in Section 4.6).

The whole transmission, including the frame, IFS and eventual acknowl-
edgement and retransmissions, must be completed before the end of CAP or
the end of the current GTS. Otherwise, it must wait until the next CAP or
GTS in the next superframe.

2.4 ZigBee network layer

The ZigBee [10] network layer allows the network to spatially grow using
multi-hop communications, without requiring high power transmitters. Re-
sponsibilities of the network layer include mechanisms used to associate to
and disassociate from a network, apply security to outgoing frames, and
routing frames to intended destinations.
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(a) star topology (b) mesh topology

(c) cluster-tree topology

Figure 2.4: IEEE 802.15.4/ZigBee network topologies.

Regarding the node’s role in the network, ZigBee specification defines
three types of nodes: ZigBee coordinator, ZigBee router and ZigBee end
device. The node that is capable to directly associate other nodes and
can participate in multi-hop routing is referred to as ZigBee router (ZR).
Any FFD operates in coordinator mode can act as a ZigBee router. An
FFD operating in PAN coordinator mode acts as ZigBee coordinator (ZC).
Every WSN shall include one ZigBee coordinator that holds special functions
such as identification, formation and control of the entire network. ZigBee
coordinator also participates in routing once the network is formed. The
node that does not allow association of other nodes and do not participate in
routing are referred to as ZigBee end device (ZED). Any FFD or RFD can
act as a ZigBee end device.

Star, mesh and cluster-tree are three logical topologies supported in the
IEEE 802.15.4/ZigBee as shown in Figure 2.4. While IEEE 802.15.4 standard
in the beacon-enabled mode supports only the star topology, the ZigBee
specification has proposed its extension to the multi-hop cluster-tree and
mesh topologies. In the star topology, the communications are centralized
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and established exclusively between a ZigBee coordinator and its associated
ZigBee end devices. If a ZED needs to transfer data to another ZED,
it sends its data to the ZC, which subsequently forwards the data to the
intended recipient. To synchronize the associated ZEDs, the ZC emits regular
beacon frames. Consequently, each ZED can enter a low power mode to save
their energy whenever it is not active. The ZED can also request for the
GTS ensuring predictable and contention-free medium access. The main
advantages of star topology are its simplicity and predictable and energy
efficient behaviour. The drawbacks are limited scalability and ZC as a single
point of failure. The ZC’s battery resource can be also rapidly ruined since
all traffic is routed through ZC. Hence, the star networks are suitable for
simple and small scale applications.

Infrastructure-less mesh topology and infrastructure-based cluster-tree
topology allow more complex network formations to be implemented. The
mesh topology differs from the star topology in that the communications
are decentralized and any node can directly communicate with any other
node within its radio range. The mesh network usually operates in ad hoc
fashion that induces unpredictable end-to-end connectivity between nodes. In
contrast with the star topology, the mesh topology provides good scalability
and enhanced network flexibility such as redundant routing paths that
increases end-to-end reliability of data transmission and ensures fair resource
usage. In addition, this communication redundancy can eliminate single point
of failure. On the other hand, the probabilistic routing protocol (e.g. Ad hoc
On Demand Distance Vector (AODV) routing protocol defined in ZigBee)
and contention-based MAC protocol cause unpredictable performance and
resource bounds. Moreover, since the routing paths cannot be predicted in
advance, the nodes cannot enter low power mode which leads to a useless
waste of energy.

The cluster-tree topology combines the benefits of both above mentioned
topologies such as good scalability, network synchronization and predictable
and energy efficient behaviour, which is suited for medium-scale time-
sensitive applications using battery-powered nodes. Cluster-tree is tree-based
topology, where the nodes are organized in logical groups, called clusters.
Each router (including ZigBee coordinator) forms a cluster and is referred to
as its cluster-head. All nodes associated with a given cluster-head belong to
its cluster, and the cluster-head handles all their transmissions. Note that
each cluster can be seen as a star subnetwork. ZigBee coordinator is identified
as the root of the tree and forms the initial cluster. The other ZigBee
routers join the cluster-tree in turn by establishing themselves as cluster-
heads, starting to generate the beacon frames for their own clusters. Contrary
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to the mesh topology, there is a single routing path between any pair of nodes
in a cluster-tree topology. Hence, multi-hop communication is deterministic
and time efficient because each node only interacts with its predefined
set of nearby nodes. The deterministic routing protocol and contention-
free medium access (GTS) ensure predictable network performance and
resource bounds. In addition, thanks to the deterministic routing and
synchronous behaviour in cluster-tree topology, the nodes know their active
time in advance. Hence, each node can save its energy by entering the
low power mode when it does not participate in the routing. Contrary to
the mesh network, the cluster-tree network is less flexible since it relies on
the pre-deployed infrastructure. The cluster-tree network also needs specific
algorithms to correctly design the parameters that regulate beacon and data
transmission in order to achieve a good network capacity. Clearly, the
behaviour of the whole cluster-tree network strongly depends on the setting
of the parameters. For example, if SO = BO there will be no inactive portion
meaning that the nodes cannot enter into the low power mode and, on the
other hand, if SO is set too low (and so does the duty-cycle), the data rate
has to be decreased.

star mesh cluster-tree

scalability no yes yes

energy efficiency yes no yes

network synchronization yes no yes

redundant paths no yes no

node mobility partial yes partial

deterministic routing yes no yes

contention-free medium access yes no yes

Table 2.1: Star vs. mesh vs. cluster-tree topologies.

Table 2.1 summarizes the important features of the above mentioned
topologies as they are defined in the IEEE 802.15.4/ZigBee. Remind that the
star and cluster-tree networks can operate on beacon-enabled mode, which
can provide predictable resource guarantees (e.g. bandwidth and buffer size),
network synchronization and energy conservation. Note that the beacon-
enabled mode is not permitted in mesh networks. In contrast with the
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star and mesh networks, the cluster-tree network requires precise cluster
scheduling (Chapter 4) to avoid inter-cluster collisions (messages/beacons
transmitted from nodes in different overlapping clusters). IEEE 802.15.4
standard and Zigbee specification admit the formation of the cluster-tree
network but none of them imposes any algorithm or methodology to create
or organize it. Thus, the cluster-tree topology expresses several challenging
and open research issues in this area, which have been addresses in this thesis.



Chapter 3

IEEE 802.15.4/ZigBee
simulation model:
delay/throughput evaluation
of the GTS mechanism

3.1 Introduction

Simulation and modelling are important approaches to developing and
evaluating the systems in terms of time and cost. A simulation shows
the expected behaviour of a system based on its simulation model under
different conditions. To study system behaviour and performance by means
of real deployment or setting up a test-bed may require much effort, time and
financial costs. However, the simulation results are not necessarily accurate
or representative. Hence, the goal for any simulation model is to accurately
model and predict the behaviour of a real system.

Recently, several analytical and simulation models of the IEEE 802.15.4 [9]
protocol have been proposed. Nevertheless, currently available simulation
models [16] for this protocol are both inaccurate and incomplete, and in
particular they do not support the Guaranteed Time Slot (GTS) mechanism,
which is required for time-sensitive wireless sensor applications.

This chapter presents an accurate IEEE 802.15.4/ZigBee simulation
model developed in the Opnet Modeler simulator [17]. Opnet Modeler was
chosen due to its accuracy and to its sophisticated graphical user interface.
The idea behind this simulation model was triggered by the need to build a

17
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very reliable model of the IEEE 802.15.4 and ZigBee protocols for Wireless
Sensor Networks (WSNs). The simulation model is validated with focus
on the GTS mechanism using the the Network Calculus based analytical
model [11]. The results previously obtained through Network Calculus upper
bound or overpass the results obtained through simulation. The tighter
simulation results allow to propose a novel methodology to tune the protocol
parameters such that a better performance of the protocol can be guaranteed.

Contribution

The motivation that has driven this work was the performance evaluation
of the real-time behaviour of the IEEE 802.15.4/ZigBee beacon-enabled
cluster-tree WSNs. Thus, this chapter contributes an accurate Opnet
simulation model for the IEEE 802.15.4 and ZigBee protocols focusing on
the implementation of the GTS mechanism and ZigBee hierarchical routing
strategy. The simulation model is used to carry out a set of experiments and
to compare the performance evaluation of the GTS mechanism as given by
the two alternative approaches, namely simulation and analytical.

Additionally, and probably more importantly, based on the simulation
model a novel methodology is proposed to tune the IEEE 802.15.4 parameters
(e.g. SO, BO) such that a better performance of the IEEE 802.15.4 protocol
can be guaranteed, both concerning maximizing the throughput of the
allocated GTS as well as concerning minimizing media access delay.

In particular, the Chapter 3 presents the following contributions:

1. An accurate simulation model of IEEE 802.15.4/ZigBee protocols that
has been implemented in the Opnet network simulator.

2. A demonstration of the validity of proposed simulation model through
an analytical model based on Network Calculus.

3. A novel methodology to tune the IEEE 802.15.4 parameters such that
a better performance can be guaranteed.

3.2 Related work

Opnet Modeler, ns-2 and OMNeT++ are widely used and popular network
simulators which, among others, include a simulation model of the IEEE
802.15.4 protocol. Of course, each simulator has its own disadvantages
and advantages. The 802.15.4/ZigBee simulation model in Opnet model
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library [17] supports only non beacon-enabled mode, therefore, the cluster-
tree topology and GTS mechanism cannot be simulated. In addition, the
source codes of the network and application layers are not available. The
National Institute of Standards and Technology (NIST) has developed own
Opnet simulation model for the IEEE 802.15.4 protocol [18]. However,
while that model implements the slotted and the unslotted CSMA/CA MAC
protocols it does not support the GTS mechanism as well. It also uses its
own radio channel model rather than the accurate Opnet wireless library.
The Network Simulator 2 (ns-2) [19] is an object-oriented discrete event
simulator including a simulation model of the IEEE 802.15.4 protocol. The
accuracy of its simulation results is questionable since the MAC protocols,
packet formats, and energy models are very different from those used
in real WSNs [20]. This basically results from the facts that ns-2 was
originally developed for IP-based networks and further extended for wireless
networks. Moreover, the GTS mechanism was not implemented in the ns-2
model. OMNeT++ (Objective Modular Network Test-bed in C++) [21] is
another discrete event network simulator supporting unslotted IEEE 802.15.4
CSMA/CA MAC protocol only. Finally, note that while ns-2 and OMNeT++
are open source projects, the Opnet Modeler is commercial project providing
a free of charge university program for academic research projects.

There have also been several research works on the performance evalua-
tion of the IEEE 802.15.4 protocol using simulation model. Zheng et al. [22]
have evaluated various features of the 802.15.4 protocol (e.g. direct, indirect
and GTS data transmissions), and investigated the collision behaviour
of IEEE 802.15.4. In addition, the simulation experiments compare the
performance of 802.15.4 and 802.11 (WiFi) protocols. The authors have
developed own ns-2 simulation model of 802.15.4 protocol, which additionally
implements beacon-enabled mode and GTS mechanism. Since the network
layer has not been implemented, a star topology is only supported. Based on
this implementation, Chen et al. [23] have developed own simulation model of
IEEE 802.15.4 protocol in OMNeT++. Contrary to the standard OMNeT++
model, their simulation model implements a battery module, beacon-enabled
mode and GTS mechanism, and supports only star topology. Using this
simulation model, the IEEE 802.15.4 star network has been evaluated in
terms of energy consumption and end-to-end communication performance
in [24]. Hurtado-Lopez et al. [25] have extended the above mentioned IEEE
802.15.4 model in OMNeT++ to support cluster-tree topology.

In [26], the authors have presented a simulation study of the slotted
CSMA/CA MAC protocol deployed by the IEEE 802.15.4 protocol in beacon-
enabled mode, using the previous version of the Opnet simulation model. In
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this chapter, this version has been extend to include the GTS mechanism
and ZigBee network layer, which allows a simulation study of the real-time
behaviour of cluster-tree WSNs.

3.3 Simulation model

This section presents the structure of the IEEE 802.15.4/ZigBee simulation
model [27] that was implemented in the Opnet Modeler simulator.

3.3.1 Simulation model structure

The Opnet Modeler [17] is a commercial discrete-event network modelling
and simulation environment, which provides tools for all phases of a system
analysis and testing cycle including model design, simulation, data collection
and data analysis. Both behaviour and performance of modelled systems
can be analysed and visualized in a rich integrated graphical environment.
Opnet’s Standard Model Library supports hundreds of generic or vendor-
specific protocols and technologies that can be use to build the networks.
In addition, Opnet Modeler simulator includes a hierarchical development
environment to enable modelling of any type of custom protocol and
device. The development environment consists of three hierarchical modelling
domains (Figure 3.1). Network domain describes network topology in terms
of nodes and links. Internal architecture of a node is described in the node
domain. Within the process domain, the behaviour of a node is defined using
state transition diagrams. Operations performed in each state or transition
are described in embedded C/C++ code blocks. The IEEE 802.15.4/ZigBee
simulation model builds on the wireless module, an add-on that extends the
functionality of the Opnet Modeler with accurate modelling, simulation and
analysis of wireless networks.

The IEEE 802.15.4/ZigBee Opnet simulation model implements physical
layer and medium access control sub-layer defined in IEEE 802.15.4 [9]
standard, and network layer defined in ZigBee [10] specification. The latest
version of simulation model [27] supports the following features:

– beacon-enabled mode (beacon frame generation)
– star and cluster-tree topologies
– computation of the power consumption (MICAz and TelosB motes are

supported)
– physical layer characteristics
– slotted CSMA/CA MAC protocol
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Figure 3.1: The structure of the IEEE 802.15.4/ZigBee Opnet simulation model.

– Guaranteed Time Slot (GTS) mechanism (GTS allocation, deallocation
and reallocation functions)

– generation of the acknowledged or unacknowledged best-effort applica-
tion data (MSDU) transmitted during the CAP

– generation of the acknowledged or unacknowledged real-time applica-
tion data transmitted during the CFP

– ZigBee hierarchical tree routing
– verification of node’s address that must correspond to the ZigBee

hierarchical addressing scheme

In accordance to the ZigBee [10] specification, there are implemented
three types of nodes in the simulation model, namely a ZigBee coordinator,
a ZigBee router and a ZigBee end device. All types of nodes have the same
internal architecture (node domain) but they differ in the available user-
defined attributes (Section 3.3.2).

The structure of the IEEE 802.15.4/ZigBee simulation model is presented
in Figure 3.1. The the physical layer consists of a wireless radio transmitter
and receiver compliant to the IEEE 802.15.4 [9] standard running at 2.4 GHz
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frequency band with 250 kbps data rate. Default settings are used for the
physical characteristics of the radio channel such as background noise and
interference, propagation delay, antenna gain, and bit error rate.

The data link layer supports the beacon-enabled mode (non beacon-
enabled mode is not supported yet) and implements two medium access
control protocols according to the IEEE 802.15.4 standard, namely the
contention-based slotted CSMA/CA and contention-free GTS. MAC payload
(MSDU) incoming from the network layer is wrapped in MAC header and
MAC footer and stored into two separate FIFO buffers, namely a buffer for
best-effort data frames and another buffer for real-time data frames. The
frames are dispatched to the network when the corresponding CAP or CFP
is active. On the other hand, the frame (MPDU) incoming from the physical
layer is unwrapped and passed to the network layer for further processing.
The data link layer also generates required commands (e.g. GTS allocation,
deallocation and reallocation commands) and beacon frames when a node
acts as PAN coordinator or router.

The network layer implements address-based tree routing (a mesh routing
is not supported yet) according to the ZigBee [10] specification. The frames
are routed upward or downward along the cluster-tree topology according
to the destination address by exploiting the hierarchical addressing scheme
provided by ZigBee [10]. This addressing scheme assigns an unique address
to each node using the symmetric hierarchical addressing tree given by three
parameters, namely the maximum number of children (i.e. routers and end
devices) that a router or a coordinator may have (Cm), the maximum depth
in the topology (Lm), and the maximum number of routers that a router or
a coordinator may have as children (Rm).

The application layer can generate unacknowledged and/or acknowledged
best-effort and/or real-time data frames transmitted during CAP or CFP,
respectively. There is also a battery module that computes the consumed and
remaining energy levels. The energy consumption is estimated as U · I · t
based on the execution time (t), the voltage (U), and current draw (I). The
particular current draws can be set for a node operating in receive mode,
transmit mode, idle mode or sleep mode. A node in sleep mode can neither
transmit nor receive data; a node must be woken up to idle mode first. The
default values are set to those of the widely-used MICAz [28] or TelosB [14]
motes.
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3.3.2 User-defined attributes

This section depicts some important user-defined attributes relating to the
GTS mechanism and the real-time data traffic. All attributes are described
in the reference guide [29] in details.

A coordinator and each router may accept or reject the GTS allocation
request from its children according to the value of the attribute GTS Permit.
Each node (except the coordinator) can specify the time when the GTS
allocation request (GTS Start Time attribute) and deallocation request
(GTS Stop Time attribute) are dispatched to its parent. The allocation
request includes the number of required time slots (Length attribute) and
the transmit or receive direction.

Each node can generate data frames inside the time interval given by
Start Time and Stop Time attributes. The size of frame payload (MSDU) is
defined by the Packet Size attribute. The Packet Interarrival Time attribute
defines the inter-arrival time between two consecutive frames. The frames are
stored in a buffer. The frames exceeding the buffer capacity (Buffer Capacity
attribute) are dropped. When the requested GTS is active, a frame (MPDU)
is removed from the buffer, prefixed with the headers (SHR and PHR), and
it is dispatched to the network with an outgoing data rate equal to physical
data rate (250 kbps).

The behaviour and user-defined attributes of the GTS mechanism are
shown in Figure 3.2. Other internal protocol parameters use default values
specified in the IEEE 802.15.4 standard.

3.4 Simulation setup

In this chapter, a simple star network containing a coordinator and one
associated end device is considered. This configuration is sufficient for the
performance evaluation of the GTS mechanism, since there is no medium ac-
cess contention inside the GTS. Thus, having additional nodes would have no
influence on the simulation results. Next, the unacknowledged transmission
(macMaxFrameRetries = 0) is only considered for comparative purposes
with the analytical results obtained in [11].

For the sake of simplicity, and without loss of generality, we assume the
allocation of only one time slot GTS in transmit direction and a 100% duty-
cycle (i.e. SO = BO). In what follows, the change of the SO means that the
BO also changes while satisfying SO = BO. This means that the optional
inactive portion is not included in the superframe.
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Figure 3.2: The user-defined attributes of the GTS mechanism.

Reliability of data transmission may be enhanced by keeping the frame
size as small as practical, as this gives the highest probability of a frame being
delivered in the presence of interference. Prolonged battery life is achieved
by minimizing the on duration of the radio (receive and transmit modes),
where most power is consumed [30]. A small frame size and infrequent
transmission both help to achieve this. Hence, small frame sizes are used
during the simulation (i.e. Packet Size = 40 or 41 bits).

The statistical data (e.g. average, maximum, minimum delays) are
computed from a set of 1000 samples. Hence, the simulation time of one
run is equal to the duration of 1000 superframe periods and, consequently,
the simulation time depends on the Superframe Order (SO).

3.4.1 Simulation vs. analytical models

In Section 3.5, the performance of the GTS mechanism from the Opnet
simulation model is evaluated against the analytical model of the GTS
mechanism proposed in [11], which is based on the Network Calculus
formalism. Network Calculus (Section 5.3) is a mathematical methodology
based on min-plus algebra that applies to the deterministic analysis of
queuing/flows in communication networks.
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The Network Calculus based analytical model relies on the affine arrival
curve and rate-latency service curve [31]. This means that each generated
application data flow has a cumulative arrival function R(t) upper bounded
by the affine arrival curve αb,r(t) = b+r·t, where b denotes the burst tolerance
and r denotes the average arrival rate. The analytical model is bit-oriented,
which means that the application data are generated as a continuous bit
stream with data rate r. On the other side, the simulation model has a
more realistic frame-oriented basis, where the frames with a specified size are
generated with a given period (refer to Figure 3.2). Consequently, the burst
tolerance b and arrival rate r, as defined in the analytical model, should be
implemented in the simulation model in the following way. A FIFO buffer
with a specified capacity substitutes a data burst with a given size, and the
arrival data rate is defined as follows:

r =
Packet size

Packet Interarrival T ime
[bps] (3.1)

The smallest data unit in the analytical model is a bit, while in the
simulation model it is a frame with a bounded size.

3.5 Performance evaluation

This section shows how the Superframe Order, the arrival data rate, the
buffer capacity and the size of the frame payload impact the throughput of
the allocated GTS and the media access delay of the transmitted frames.

3.5.1 Impact of the Superframe Order on the GTS
throughput

Throughput as a function of the arrival data rate

The purpose of this section is to evaluate and compare the data throughput
during one time slot GTS, for different values of the Superframe Order and for
different arrival rates. For a given SO, the data throughput is related to the
time effectively used for data transmission inside the GTS. Since the frames
are transmitted without acknowledgement, the wasted bandwidth can only
result from IFS or waiting for a new frame if the buffer is empty, as depicted
in Figure 3.3.

The frames can be dispatched at the physical data rate (250 kbps) if
the buffer does not become empty before the end of GTS (Figure 3.3a, b).
Otherwise, if the buffer becomes empty, the frames are not stored in the
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Figure 3.3: The utilization of the GTS bandwidth.

buffer but they are directly dispatched to the network according to their
arrival data rate Eq. (3.1), which is often lower than the physical data rate
(Figure 3.3c).

Figure 3.4 plots the average data throughput of allocated one time slot
GTS for different SOs (with a duty-cycle equal to 1) as a function of the
arrival data rate, for two sizes of frame payload (40 and 41 bits). To identify
the impact of the arrival data rate on the throughput, the buffer capacity is
fixed to 2 kbits.

To show the impact of the IFS on the GTS throughput, the size of the
frame payload is set to 40 and 41 bits. When the frame payload size is smaller
or equal to 40 bits (MPDU is equal to 144 bits assuming MHR of 88-bit size),
the SIFS (48 bits) is used. Otherwise, if the frame payload size is greater or
equal to 41 bits, then the LIFS (160 bits) is used. Note that, one additional
bit in the frame payload causes 112 additional bits in the IFS. It can be easily
observed in Figure 3.4 that the impact of the IFS on the wasted bandwidth
is more significant for low SO values.

When the size of the frame payload (Packet Size) is fixed, the inter-arrival
time (Packet Interarrival Time) has to be changed according to Eq. (3.1) in
order to reach the required arrival data rates (see Table 3.1). For instance,
to achieve 5 kbps arrival data rate, the frame payload with 40 bits size has
to be generated every 28.8 ms. We use the same settings as in the analytical
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Figure 3.4: GTS throughput as a function of the arrival data rate.

model [11] and the Packet Size and Packet Interarrival Time attributes have
been configured as constant values that correspond to the required data rates
during each simulation run.

The behaviour of the throughput for low SO values and the lowest arrival
data rate (5 kbps) is quite different from the rest of the experiments. This
occurs since the Superframe Duration for SO = 0 is equal to 15.36 ms, but
for 5 kbps arrival data rate the frame payload is generated every 28.8 ms.
Thus, in every two superframes, one of them has no available frame in the

arrival data rate Packet Interarrival Time [ms]
[kbps] Packet Size = 40 bits Packet Size = 41 bits

5 28.8 29
10 14.4 14.5
20 7.2 7.25
40 3.6 2.625
80 1.8 1.8125
120 1.2 1.2083

Table 3.1: Relation between arrival data rate r and Packet Interarrival Time
attribute.
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Figure 3.5: GTS throughput as a function of the arrival data rate: simulation vs.
analytical model.

buffer, and therefore the throughput is roughly the half of the ones resulting
from other arrival data rates, where at least one frame is available in the
buffer every superframe.

If the size of the frame payload is equal to 41 bits, it results that for
SO = 0 the throughput is zero for all arrival data rates, since the whole
transmission (including the frame and LIFS) cannot be completed before the
end of the GTS.

For low SO values, the throughput grows since the buffer does not become
empty during a GTS duration (Figure 3.3a, b), and a significant amount of
bandwidth is wasted by the IFS. On the other hand, the throughput for high
SO values falls, since the buffer becomes empty before the end of the GTS
(Figure 3.3c). For a large GTS, a significant amount of bandwidth is wasted
when waiting for the incoming frame payload from the application layer. The
throughput for high SO increases with the arrival data rate (i.e. lower Packet
Interarrival Time), since the waiting time for the incoming frame payload
decreases. It can be easily observed that the throughput performance for
high SO values is identical and independent of the size of the frame payload.

Analytical results versus simulation results. In Figure 3.5, the
analytical and the simulation models have a very similar behaviour in terms
of the GTS throughput as a function of the arrival data rate. The throughput
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Figure 3.6: GTS throughput as a function of the buffer capacity.

performance for high SO values has identical values and shape for both
models. The simulation results are influenced by the frame-oriented approach
of the simulation model, which is more significant for low SO values. The
analytical model is bit-oriented, therefore it saturates available transmission
bandwidth and therefore the throughput performance of the simulation model
is upper bounded by the maximum throughput of the analytical model
(analytical results are drawn with dashed lines).

Throughput as a function of the buffer capacity

Figure 3.6 plots the GTS throughput as a function of the buffer capacity. It
can be observed that the throughput increases with the buffer capacity. The
highest utilization of the GTS is achieved for SO between 2 to 5.

For the lowest SO values, the throughput depends neither on the arrival
data rate nor on the buffer capacity, since the number of incoming frames
during a Superframe Duration is low but still sufficient for saturating the
GTS. For the highest SO values, the throughput does not depend on the
buffer capacity and the throughput values grow with the arrival data rate.
This occurs since the buffer becomes empty at the beginning of a large GTS
and then, the generated frames are directly forwarded to the network with
the rate equal to the arrival data rate.



30 Chapter 3 IEEE 802.15.4/ZigBee simulation model

Figure 3.7: GTS throughput as a function of the buffer capacity/burst size:
simulation vs. analytical model.

Analytical results versus simulation results. In Figure 3.7, the
behaviours of the analytical and simulation models are very similar in terms
of the GTS throughput as a function of the burst size/buffer capacity. The
analytical results published in [11] are obtained for the arrival rate equal to
5 kbps. The same arrival rate cannot be used for the simulation, because
the lowest data rate 5 kbps has a specific behaviour in case of the simulation
model (Figure 3.4). According to the Figure 3.4, an arrival data rate of 10
kbps is selected as the closest one. The throughput performance for high
SO values has identical values for both models, but for low SO values the
simulation results are influenced by the frame vs. bit-oriented approach
of the simulation and analytical models, as reported for the results given
in Figure 3.5. The analytical results upper bound the simulation results
(analytical results are drawn with dashed lines).

The first conclusion concerning the GTS throughput for low arrival data
rates and low buffer capacities is that high SO values are not suitable
for ensuring efficient usage of the GTS in terms of data throughput.
The maximum utilization of the allocated GTS is achieved with low SOs
(3–4). The wasted GTS bandwidth increases with SO. To avoid this
underutilization of the shared wireless medium, the i-GAME mechanism
presented in [15] can be used.
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3.5.2 Impact of the Superframe Order on the media access
delay

In time-sensitive applications, it is necessary to upper bounds the media
access delay of the frame. The media access delay is defined as the time
between the instant when the frame payload is generated at the application
layer and the instant when the frame is dispatched to the network. In what
follows, this section presents the impact of the SO values on the media access
delay of the frame for 100% duty-cycle. The most suitable SO values for
providing the lowest delay bound are also determined. Two initial states of
the buffer, namely empty or full, are consider.

Figure 3.8a presents the media access delay as a function of the arrival
data rate, for a frame payload size and a buffer capacity equal to 40 bits and
4 kbits, respectively. Observe that the media access delay depends neither
on the arrival data rate nor on the initial size of the buffer for higher values
of arrival data rate (20–120 kbps). In this case the behaviour is almost
identical to each other and the lowest delay bound is achieved for SO values
equal to 2–3. This occurs since for low SO values (SO < 5) the maximum
delay is achieved for full buffer. For increased values of the arrival data rate,
only the time for filling the buffer grows. This explains also the identical
behaviour for initially full or empty buffer. For SO values higher or equal
to 5, all frames stored in the buffer (with capacity equal to 4 kbits) can be
transmitted during a GTS and the media access delay grows with SO. The
value of this breakpoint depends on the buffer capacity (Figure 3.8b).

The delay behaviour for the lowest arrival data rate is a monotonic
function with the minimum for SO = 0. The arrival data rate is too slow and
the buffer becomes always empty during a GTS for all SO values. Thus, the
value of media access delay grows with SO and does not depend on the buffer
capacity. When the buffer is initially full, the maximum delay is achieved at
the beginning, and then the buffer becomes gradually empty. For SO ≥ 6,
the buffer is filled up during a Superframe Duration and the behaviours of
initially full and empty buffers are met. The specific delay behaviour, for
an arrival data rate equal to 10 kbps, is explained in more details, with the
support of the results shown in Figure 3.8b.

Figure 3.8b shows the media access delay of the frame as a function of the
buffer capacity, for a frame payload size and an inter-arrival time equal to 40
bits and 14.4 ms (i.e. r = 10 kbps), respectively. For the low SO values (0 and
1), the number of generated frames during a Superframe Duration is higher
than the maximal number of potentially transmitted frames during the GTS
so that the number of stored frames in the buffer grows. The maximum delay
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(a) The media access delay as a function of the arrival data rate.

(b) The media access delay as a function of the buffer capacity.

Figure 3.8: The media access delay.
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of the frame is reached when the buffer is full. Therefore, the media access
delay depends only on the buffer capacity and grows with it. For increasing
SO values, only the time when the buffer will be full grows. The delays are
roughly constant since when the SD is doubled, (i.e. SO value is incremented
by one) the GTS duration has to be doubled too. In what follows, the number
of generated and transmitted frames is also doubled, thus their ratio stays
constant.

When the buffer is initially empty and SO values are higher than 2,
the media access delay depends only on the SO values instead of the buffer
capacity, and it is roughly equal to the SD minus one time slot GTS duration.
This occurs since the number of generated frames is lower than the maximum
number of potentially transmitted frames so that no frame is stored in the
buffer between two consecutive GTSs. When the buffer is initially full, the
media access delay still depends on the buffer capacity until the value of SO
causes that the full buffer becomes empty during a GTS. Afterwards, the
delay depends only on the value of SO. The maximum delay is reached at
the beginning, before the buffer becomes empty.

In this special case, for the lowest buffer capacity (0.5 kbits), the media
access delay function is monotonic and grows with SO values, which makes
SO = 0 the most suitable for providing the lowest delay. For higher buffer
capacities, the most suitable value of SO in terms of the lowest delay is
definitely 2 and does not depend on the buffer capacity, when the buffer is
initially empty.

For the next experiments, the initially empty buffer is only considered.
The average and maximum media access delays as a function of the buffer
capacity are compared in Figure 3.9.

The maximum delay is achieved at the beginning of each GTS for the
first frame removed from the buffer (see Figure 3.10). The following frames
removed from the buffer during the GTS have lower delays than the first one,
since the arrival data rate is often lower than the outgoing data rate (equal
to 250 kbps). For low SO values, the number of dispatched frames during a
GTS is also low, and the average delay is then close to the maximum delay.
For high SO values, the difference in delay between the first and last frames
removed from the buffer during a GTS is greater, and the average delay is
then further from the maximum delay.

Analytical results versus simulation results. The simulation and
analytical results of the media access delay as a function of the buffer capacity
or burst size b are compared in Figure 3.11. The analytical results are
obtained for the arrival data rate equal to 5 kbps. The same arrival data rate
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Figure 3.9: Average vs. maximum media access delay as a function of the buffer
capacity.

cannot be used for the simulation model, because the delay for arrival data
rate equal to 5 kbps does not depend on the buffer capacity (Figure 3.8a).
According to the results shown in Figure 3.8a, the arrival data rate equal to
20 kbps has been selected as the closest one. Hence, we cannot compare the
values, but only the behaviour of the models in terms of media access delay.
This behaviour is roughly similar for both models, and the lowest delay is
achieved for SO = 2 for the case of higher buffer capacity (2–10 kbits), or
for SO = 0 in case of lower buffer capacity (0.5 and 1 kbits). The difference
between frame-oriented and bit-oriented approaches of the simulation and
analytical models, respectively, can be observed for the higher SO values. In
case of the analytical model, the delay curves converge slowly into a single
one (analytical results are drawn with dashed lines).

In summary, WSN applications with low data rates and low buffer
capacities achieve the lowest delay bound for SO = 0. However, for higher
buffer capacities (more than 1 kbits) and higher arrival data rates (more than
10 kbps) the most suitable value of SO for providing real-time guarantees
is 2. The simulation and analytical results are roughly identical in terms of
the media access delay, and the simulation results are upper bounded by the
analytical results.
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Figure 3.10: Delay of the frames stored in the FIFO buffer.

Figure 3.11: The media access delay as a function of the buffer capacity/burst size:
simulation vs. analytical model.
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3.6 Conclusions

This chapter briefly describes an Opnet simulation model of the IEEE
802.15.4/ZigBee protocols focusing on the GTS mechanism and ZigBee
hierarchical routing strategy. The IEEE 802.15.4/ZigBee Opnet simulation
model is made available publicly in open source [27].

This chapter particularly focuses on the performance evaluation of the
GTS mechanism, comparing the obtained simulation results with the ones
that were previously obtained [11] using an analytical model based on
Network Calculus. The behaviours of both models are roughly identical
in terms of the GTS data throughput and the media access delay, and
the analytical results are more pessimistic than the simulation results.
Discrepancies (most significant for low SOs) are mainly due to the impact
of the bit-oriented and frame-oriented approaches used by the analytical and
simulation models, respectively.

An optimal setting of the IEEE 802.15.4 GTS mechanism for obtaining
maximum data throughput and minimum access delay has also been
proposed. For applications with low data arrival rates and low buffer
capacities, the maximum utilization of the allocated GTS is achieved for
low SOs (3–4). However, the SO equal to 2 is the most suitable value for
providing real-time guarantees in time-sensitive WSNs, since it grants the
minimum access delay for the GTS frames. High SOs are not suitable for
ensuring efficient usage of the GTS neither in terms of data throughput nor
media access delay.

The future work includes the implementation of the non beacon-enabled
mode and support for mesh routing protocols.



Chapter 4

Energy efficient scheduling
for cluster-tree Wireless
Sensor Networks with
time-bounded data flows

4.1 Introduction

This chapter assumes a static deployment of wireless nodes organized in
the cluster-tree topology along with the set of periodic time-bounded flows
(each given by parameters such as sink node, source nodes and end-to-end
deadlines), which must be known in network design time. All nodes may
have sensing or/and actuating capabilities, therefore they can be sources
or/and sinks of data flows. Note that the cluster-tree network is considered
to already being set up, i.e. each node knows its parent and child nodes (e.g
using the ZigBee tree addressing scheme [10]).

In cluster-tree WSNs, the flows traverse different clusters on their routing
paths from the source nodes to the sink nodes. The clusters may have
collisions when they are in the neighbourhood. Thus, the key problem
solved in this chapter is to find a periodic schedule, called Time Division
Cluster Schedule (TDCS), which specifies when the clusters are active while
avoiding possible inter-cluster collisions and meeting all data flows’ end-
to-end deadlines. The fact that the cluster is active only once during the
schedule period [10] leads to so called cyclic behaviour of periodic schedule
(i.e. time between the instant when a source sends the message and the
instant when the sink receives this message spans over several periods) when

37
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there are the flows with opposite direction in a WSN. Hence, the TDCS
is characterized not only by the moments when the clusters become active
within the period, but due to the cyclic nature of the problem it is also
characterized by the index of the period for each flow in a given cluster.
Since wireless nodes usually use battery for energy supply, the objective is
also to minimize the energy consumption of the nodes by maximizing the
schedule period (consequently maximizing time when the nodes stay in low
power mode).

The interdependence of reliability, energy consumption and timeliness in-
troduces additional complexity to the network design. Thus, this chapter also
provides a simulation analysis of how the maximum number of retransmission
impacts the reliability of data transmission, the energy consumption of the
nodes and the end-to-end communication delay in the IEEE 802.15.4/ZigBee
beacon-enabled cluster-tree WSNs. The simulation study is based on the
simulation model that was implemented in the Opnet Modeler (Section 3.3).
The configuration parameters of the network are obtained directly from the
proposed TDCS scheduling tool.

Contribution

The main outcome of this chapter is the provision of a Time Division Cluster
Scheduling (TDCS) mechanism based on the cyclic extension of RCPS/TC
(Resource Constrained Project Scheduling with Temporal Constraints) prob-
lem for a cluster-tree WSN, assuming bounded communication errors. The
objective is to meet all end-to-end deadlines of a predefined set of time-
bounded data flows while minimizing the energy consumption of the nodes
by setting the TDCS period as long as possible. The performance evaluation
of the TDCS scheduling tool shows that the problems with hundreds of
nodes can be solved while using optimal solvers. The scheduling tool
enables system designers to efficiently configure all the required parameters
of the IEEE 802.15.4/ZigBee beacon-enabled cluster-tree WSNs in the
network design time. The practical application of proposed scheduling tool
for the configuration of the IEEE 802.15.4/ZigBee cluster-tree WSNs is
demonstrated through the simulation study.

In particular, the Chapter 4 presents the following contributions:

1. A formulation of the scheduling problem by a cyclic extension of
RCPS/TC (Sections 4.4.2 and 4.4.3). Using this formulation, the users
are not restricted to a particular implementation but they can make a
similar extension to any of the algorithms solving this type of problem.
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2. A solution of cyclic extension of RCPS/TC by an Integer Linear
Programming (ILP) (Section 4.4.4), where a grouping of Guaranteed
Time Slots (GTS) leads to very efficient ILP model having a few
decision variables.

3. An application of this methodology to a specific case of IEEE 802.15.4/
ZigBee cluster-tree WSNs, as an illustrative example that confirms the
applicability of general approach for specific protocols (Section 4.4.1).

4. A time complexity evaluation of the cluster scheduling algorithm
implemented in Matlab while using the simplex-based GLPK solver
(Section 4.5).

5. A simulation analysis of how the maximum number of retransmissions
impacts the reliability of data transmission, the energy consumption of
the nodes and the end-to-end communication delay (Section 4.6).

Notations and symbols used in this chapter are summarized in Ap-
pendix 4.A.

4.2 Related work

Since the wireless nodes are usually energy-constrained, energy efficiency is
a important requirement of WSN. To minimize the energy consumption of
the nodes, various energy efficient mechanisms have been proposed in the
literature. It has been observed that the energy consumption of a radio
transceiver in the receive or transmit mode is much larger than the energy
consumption of the sleep mode [30]. Thus, significant energy savings can
be accomplished if the radio transceivers stay in sleep mode as long as
possible. In [32], the authors have presented MAC scheduling mechanism
(single hop communication), which reduces the number of the transitions
between transmit, receive and sleep operation modes, and minimizes the time
a wireless node needs to stay in high energy consuming modes (i.e. receive and
transmit modes). The scheduling mechanism groups the operation modes on
per node basis which improves the energy efficiency (extended sleep time),
while reduces the bandwidth efficiency compared to the grouping on per
operation mode basis. Sensor-MAC (S-MAC) [33] is a energy efficient MAC
protocol for ad hoc WSNs based on the periodic listen/sleep schedule to
reduce energy consumption. Neighbouring nodes are synchronized to go to
sleep mode periodically. Adaptive listening reduces the increased end-to-end
delay caused by nodes’ periodic sleeping (when a sender gets a packet to
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transmit, it must wait until the receiver wakes up). A neighbouring node
wakes up for a short time at the end of each transmission if it is a next-
hop to which transmitter can pass data immediately. T-MAC [34] improves
the energy efficiency of S-MAC by forcing all transmitting nodes to start
transmission only at the beginning of each active period. B-MAC [35] has
higher throughput and better energy efficiency than S-MAC and T-MAC. It
adopts low power listening and clear channel sensing techniques to enhance
channel utilization. In [33], the authors have also identified the major sources
of energy waste in WSNs such as collisions, overhearing and idle listening. In
this chapter, the above mentioned sources of the energy waste are eliminated
by using the collision-free Time Division Cluster Scheduling and dedicated
Guaranteed Time Slots (GTS) mechanisms.

There have been several research works dealing with the energy efficient
routing protocols supporting QoS guarantees in WSNs. Real-time Power-
Aware Routing (RPAR) protocol [36] integrates transmission power control
and real-time routing for supporting energy efficient soft real-time commu-
nication in ad hoc WSNs. The protocol is based on the assumption that a
higher transmission power results in higher speed. The transmission power is
increased if the required speed is not satisfied, otherwise if the required speed
is satisfied the transmission power is decreased (to improve energy efficiency).
Another real-time routing algorithm minimizing the energy consumption was
proposed in [37]. The authors have assumed a collision-free MAC protocol,
and they have used multicommodity network flow model to schedule the
optimal flows’ paths in terms of energy consumption while not exceeding
links’ bandwidths and flows’ deadlines. The routing algorithm ensures
polynomial-time complexity but no scheduling is considered. Akkaya et
al. [38] have proposed an energy-aware QoS routing protocol that find energy
efficient path in a static cluster-based mesh WSN while meeting the end-to-
end delay requirements of real-time traffic and maximizing the throughput
of non real-time traffic. The authors assume that each node has a classifier
to classify incoming real-time and non real-time traffic to different priority
queues. The end-to-end delay requirements are converted into bandwidth
requirements. However, their approach does not take into account the delay
that occurs due to channel access at the MAC layer. Moreover, the use of
priority queuing mechanism is too complex and costly for resource limited
wireless nodes. On the contrary, this chapter assumes scheduling of cluster-
tree WSNs where the flows’ paths are unique, and the routing decisions are
simple and time efficient.

The approach based on the combination of an energy efficient topology
management protocol with a non energy-aware real-time routing protocol



4.3 System model 41

has been proposed in [39]. The nodes, which must be location-aware, are
divided into the clusters. To reduce the energy consumption of the nodes
while introducing a bounded delay, time-driven data transmissions within
each cluster are performed in a Time Division Multiple Access (TDMA)
fashion. The relay nodes, which use the real-time routing protocol to forward
data between clusters towards the sink, are elected in rotation among the
nodes belonging to each cluster. The Frequency Division Multiple Access
(FDMA) mechanism prevents the collisions between nodes operating on
different clusters. In [40], this topology management protocol has been
extended to support even-driven data transmissions and dynamic cluster
formation and reconfiguration.

To the best of our knowledge, so far no previous research has directly
addressed the problem of energy efficient TDMA scheduling of time-bounded
data flows in a cluster-tree WSN. Koubaa et al. [41] have proposed an algo-
rithm for collision-free beacon/superframe scheduling in IEEE 802.15.4/Zig-
Bee cluster-tree networks, using the time division approach. Note that the
beacon frame scheduling problem comes back to a superframe scheduling
problem, since each superframe starts with a beacon frame (Section 2.3).
The authors have proposed an algorithm based on the ”pinwheel scheduling
algorithm” [42], which performs the schedulability analysis of a set of
superframes with different durations and beacon intervals, and provides a
schedule if the set is schedulable. This problem becomes more complex
and challenging when time-bounded data flows are assumed. Hence, this
chapter addresses the problem of finding a collision-free superframe schedule
that meets all data flows’ end-to-end deadlines while minimizing the energy
consumption of the nodes.

4.3 System model

This chapter considers a static deployment of wireless nodes which defines the
physical topology of WSN given by the bidirectional wireless links between
every pair of nodes that are within transmission range of each other. The
logical topology, based on a physical topology, defines a subset of wireless
links to be used for data transmission. In the rest of the thesis, the notation
topology will be used while meaning logical topology.

4.3.1 Cluster-tree topology model

One of the WSN topologies suited for predictable and energy efficient
behaviour is a cluster-tree (Figure 4.1) where the routing decisions are unique
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Figure 4.1: Cluster-tree topology with 2 time-bounded data flows.

and nodes can enter low power mode to save their energy. From the hierarchy
point of view, the cluster-tree is directed tree (so called in-tree [43]) as
depicted by solid arrows in Figure 4.1. On the other hand, from the data
transmission point of view, the cluster-tree is undirected tree (i.e. the wireless
links are bidirectional). The hierarchy of the cluster-tree topology is defined
by parent-child relationships, in the sense that each solid arrow in Figure 4.1
leaves the child node and enters the parent node. Note that the in-tree has
the following property: one node, called root, has no parent and any other
node has exactly one parent.

The routers and end-nodes are two types of wireless nodes in cluster-tree
WSNs. The nodes that can participate in multi-hop routing are referred to as
routers (Ri). The nodes that do not allow association of other nodes and do
not participate in routing are referred to as end-nodes (Ni). In the cluster-
tree topology, the nodes are organized in logical groups, called clusters. Each
router forms a cluster and is referred to as its cluster-head (e.g. router R2 is
the cluster-head of cluster 2). All of its child nodes (e.g. end-node N9 and
routers R5 and R6 are child nodes of router R2) are associated to the cluster,
and the cluster-head handles all their transmissions.

Throughout this thesis, the router and cluster-head are used interchange-
ably since each router Ri acts as a cluster-head of cluster i for all its
child nodes, and as a consequence, will send periodic beacons to keep them
synchronized.
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Figure 4.2: Timing among clusters 1,2 and 6 from Figure 4.1.

This cluster-tree topology (Figure 4.1) can be described by adjacency
matrix A = (aij), where aij = 1 if router j is the parent router of node
i, otherwise aij = 0. Remind [43] that A is a square matrix with dimension
equal to the total number of nodes in a WSN (NTOTAL

node ).
In the cluster-tree topology, the multi-hop communication is deterministic

because each node only interacts with its pre-defined parent router and child
nodes. Messages are forwarded from cluster to cluster until reaching the sink.
The time behaviour of each cluster is periodic and the period of each cluster is
divided into two portions. Active portion (of duration SD), during which the
cluster-head enables the data transmissions inside its cluster, and subsequent
inactive portion. Each router (except the root) belongs to two clusters, once
as a child node and once as a cluster-head. Hence, each router must be awake
whenever one of these two clusters is active, otherwise it may enter the low-
power mode to save energy (see the example in Figure 4.2). Router r has
to maintain the timing between the active portion of its parent’s cluster (in
which a beacon and the data frames from the parent router are received, and
the data frames to the parent router are sent) and its own active portion (in
which a beacon and the data frames are sent to the associated child nodes,
and the data frames from child nodes are received). Router r acts as a child
node in the former active portion while in the latter active portion it acts as
a cluster-head. The relative timing of these active portions is defined by the
StartTime parameter [9]. The illustrative example is shown in Figure 4.2,
where the router R2 acts as child node in cluster 1 (shaded rectangle) and as
cluster-head in cluster 2 (solid rectangle), for example.

Note that contrary to the balanced worst-case cluster-tree topology
model considered in Chapter 5, this cluster-tree topology represents the
configuration of practical WSN which can be balanced or unbalanced.
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4.3.2 Data flow model

The traffic is organized in the data flows (see user-defined parameters of
the flows from Figure 4.1 summarized in Table 4.1). Each data flow has
one or more sources and exactly one sink. Both routers and end-nodes can
have sensing or/and actuating capabilities, therefore, they can be sources
or/and sinks of data flows. A node regularly measures a sensed value
(e.g. temperature, pressure, humidity) with the required period, called the
req period, and reports the acquired sensory data of a given size, called the
sample size, to a sink. Note that req period defines the minimal inter-arrival
time between two consecutive measurements, and a particular inter-arrival
time has to be greater or equal to the req period.

End-to-end (e2e) delay dij , given as a time between the instant when
a source i sends the message and the instant when the sink j receives this
message, is bounded by e2e deadlineij such that dij ≤ e2e deadlineij . Note
that this parameter is set for each source of a particular data flow, and all of
them must be met.

The communication errors such as message corruption or message loss
come from unreliable and time-varying characteristics of wireless channels [8].
A corrupted or lost message can be detected by the simple checksum or
acknowledgement techniques, respectively and restored by the retransmission
mechanism, for example. All of the above mentioned mechanisms are natively
supported by the IEEE 802.15.4 protocol [9]. The messages of a given

flow 1 flow 2

sources {N12, N14} {R5, N11}

sink N10 R6

e2e deadline
[sec] {0.1, 0.13} {0.05, 0.15}

[ptu] {104, 135} {52, 156}

req period [sec] 0.4 1

sample size [bit] 64 16

sample ack 0 0

Table 4.1: The user-defined parameters of the data flows from Figure 4.1
(ptu = processing time unit).
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data flow can be transmitted without acknowledgement, i.e. parameter
sample ack = 0, or with acknowledgement, i.e. sample ack = 1. Note
that the maximum number of retransmissions must be bounded, otherwise,
the analysis will not be possible.

The length of active portion, and consequently the length of schedule,
grows with the maximum number of retransmissions. Given a channel error
rate, the simulation study is used to show interdependence of timeliness,
energy consumption and reliability, in a way that improving one may degrade
the others (Section 4.6).

4.3.3 Cyclic nature

In cluster-tree WSNs, the flows traverse different clusters on their routing
paths from the source nodes to the sink nodes. One execution of the flow
(i.e. complete data communication from the source node/nodes to the sink
node) is called a wave, and the notation fk

i is used to denote wave k of
the flow i. The flows are assumed to be transmitted with the same period,
therefore wave fk

i is followed by wave fk+1
i for all flows and all waves with the

same time separation. The cluster is active only once during the period [10],
therefore all the flows in a given cluster are bound together. For example, the
grey rectangles on the first line of Figure 4.3 show active portions of cluster 1
during three consecutive periods accommodating flows 1 and 2 in each period.
The key problem is to find a periodic schedule, called Time Division Cluster
Schedule (TDCS), which specifies when the clusters are active while avoiding
possible inter-cluster collisions and meeting all data flows’ e2e deadlines. The
schedule is characterized not only by the moments when the clusters become
active within the period, but due to the cyclic nature of the problem it is
also characterized by the index of the wave for each flow in a given cluster.

Figure 4.3 shows two possible schedules of the example in Figure 4.1. Even
if we relax on the lengths of transmitted messages and on resource constraints
related to the cluster collisions, we have to deal with the precedence relations
of the wave traversing different clusters. Since the flows have opposite
directions in this example, the e2e delay minimization of the first flow is
in contradiction with the the minimization of the second flow. Figure 4.3a
shows the case, when e2e delay of the flow 1 is minimized, i.e. the ordered
sequence of clusters’ active portions is in line with the flow 1 (starting with
clusters 4 and 6 and following with clusters 2, 1 and 3), and therefore one
wave of this flow fits into one period. On the other hand, the wave of the
flow 2 spans over 3 periods while going against the sequence of clusters.
Figure 4.3b illustrates the opposite case, when e2e delay of the flow 2 is
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(a) Minimized end-to-end delay of flow 1 (dashed line)

(b) Minimized end-to-end delay of flow 2 (dotted line)

Figure 4.3: Schedules for data flows in Figure 4.1.

minimized (starting with cluster 3 and following with clusters 1 and 2), and
consequently flow 1 spans over 3 periods. It may happen that none of these
schedules is feasible due to the deadline constraints (even if feasible schedule
exists - see Figure 4.9). Hence, proper order of the active portions of clusters
is a subject of optimization even if the lengths of messages and collisions of
clusters are not assumed.
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4.3.4 Collision domains

Each wireless node is equipped with a radio transceiver together with an
antenna. According to the strength of the radio signal, the transmission range
and the carrier-sensing range [44] can be defined around each transmitter.
When a receiver is in the transmission range of a transmitter, it can receive
and correctly decode messages from the transmitter. On the other hand,
a node in the carrier-sensing range (also called the hearing range), but
not in the transmission range, is able to sense the transmission (or even
significant radio energy), but cannot decode the messages correctly. The
carrier-sensing range is always larger than the corresponding transmission
range [44]. However, both ranges depend on the transmit power level, the
parameters of a given antenna and the surroundings’ conditions. In what
follows, the topology is given by the transmission ranges (i.e. each node
must be within the transmission range of at least one other node) while the
collision domains depend on the carrier-sense ranges.

A carrier-sense area of a cluster is covered by the overlapping carrier-
sense ranges of its cluster-head and associated child nodes. A collision
domain of a cluster is a set of clusters, which compete for the same radio
channel and, therefore, their active portions must be non-overlapping, i.e.
only one cluster from a collision domain can be active at a given time instant.
The collision domain of cluster i comprises the cluster j if and only if the
carrier-sense area of cluster i comprises cluster-head or any of child nodes of
cluster j. Hence the collision domain depends on the physical deployment
of a WSN as well as on the topology (i.e. parent-child relationships). The
collision domain is defined for each cluster in a WSN.

Let us consider the example in Figure 4.4. The carrier-sense area of
cluster 31 (gray region in Figure 4.4) is covered by the carrier-sense ranges of
cluster-head R31 and its child nodes (i.e. routers R41, R42 and end-node N1).
Hence, the collision domain of cluster 31 comprises the clusters 31, 41, 42,
51, 52, 53, 61, 21 whose cluster-heads are inside the carrier-sense area (i.e.
R31, R41, R42, R51, R52, R53, R61, R21), and the clusters 11 and 32 whose
child nodes are inside the carrier-sense area (i.e. R21 and N2). On the other
hand, the collision domain of cluster 31 does not comprise the clusters 22,
62, 71.

The collision domains of a WSN are defined by collision matrix C = (cij),
where cij = 1 if cluster j is within the collision domain of cluster i, otherwise
cij = 0. Then, C is a square matrix with dimension equal to the total number
of clusters in a WSN (NTOTAL

router ).
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Figure 4.4: The carrier-sense area and collision domain (bold routers) of cluster 31.

In the example of Figure 4.1, we assume that the clusters 4, 6 and clusters
3, 6 can be active at the same time (i.e. the collision domain of cluster 4
does not comprise cluster 6).

4.4 Time Division Cluster Scheduling and its
application to IEEE 802.15.4/ZigBee

The messages are being passed through the cluster-tree WSN from cluster
to cluster until reaching their sink. To avoid inter-cluster collisions (mes-
sages/beacons transmitted from nodes in different overlapping clusters), it
is mandatory to schedule the clusters active portions in an ordered sequence
that is called Time Division Cluster Schedule (TDCS). It is easy to see that
in a network with multiple collision domains, the clusters from different non-
overlapping collision domains may be active at the same time (i.e. some
clusters’ active portions can run simultaneously).

The TDCS significantly affects the resource requirements and delay
bounds in cluster-tree WSNs. The objective of this chapter is to minimize
the energy consumption of the nodes by maximizing the TDCS period,
corresponding to BI, while avoiding possible inter-cluster collisions (i.e.
resource requirements) and meeting all data flows’ end-to-end deadlines (i.e.
temporal requirements). Note that to minimize the energy consumption of
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nodes, the lowest duty-cycles must be chosen (IEEE 802.15.4 supports duty-
cycles under 1%). All clusters have equal BI, defined by BO, but various SD
(Section 4.4.1), defined by SO, (i.e. various duty-cycle) to ensure efficient
bandwidth utilization. The BI should be set as long as possible to minimize
clusters’ duty-cycle and, consequently, to minimize the energy consumption
of the nodes. As a result, the clusters inactive portion is extended, and
the nodes may stay in the low power mode longer to save energy. On the
other hand, minimum duty-cycles enlarge the end-to-end delays. Hence, long
lifetime is in contrast to the fast timing response of a WSN, therefore the
interest in in finding the TDCS minimizing the duty-cycles while respecting
all of the required data flows e2e deadlines.

The key idea of this chapter is to formulate the problem of finding a
feasible TDCS as a cyclic extension of the RCPS/TC (Resource Constrained
Project Scheduling with Temporal Constraints) problem [45], so that the
users are not restricted to a particular implementation but they can make a
similar extension to any of the algorithms solving this problem.

The TDCS algorithm (formulated in Sections 4.4.2, 4.4.3 and solved in
Section 4.4.4) is called iteratively starting from the minimum BI up to the
maximum BI. The maximum BI, given by BOmax in Eq.(2.1), is equal to
or shorter than the shortest req period among all of the data flows. The
minimum BI, given by BOmin, is equal to or longer than the duration of
all clusters’ SDs when assuming that non-interfering clusters overlap. If a
feasible TDCS is found for a given BI, BO is increased by 1 and the TDCS
algorithm is called once again with new BI. This procedure is repeated until
BO = BOmax or a feasible TDCS is not found. Then, the last feasible
TDCS meets all the resource and temporal requirements while minimizing
the energy consumption of the nodes.

4.4.1 Duration of the cluster’s active portion in
IEEE 802.15.4/ZigBee

The duration of the cluster’s active portion (SD) is given by the amount
of data traffic traversed through a given cluster. To reduce the resource
requirements of the routers and end-to-end delays, the following priority
rule is introduced: ”When a cluster-head handles several GTSs in opposite
directions, the transmit GTSs (i.e. communication from child-node to cluster-
head) are allocated before the receive GTSs (i.e. communication from cluster-
head to child-node)”. Using this rule, the end-to-end delay of a flow can be
reduced by one period of TDCS at a router which allocates both receive
and transmit GTSs for a given flow. For example, in Figure 4.1, router
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R1 allocates one transmit GTSs and one receive GTS for flow 1. In order to
reduce the computational complexity, the GTSs inside the transmit or receive
group are in an arbitrary order and are not the subject of the optimization.

The length of each GTS is given by the amount of transmitted data.
Each GTS includes effective data transmission and overheads (i.e. inter-
frame spacing (IFS) and eventual acknowledgement and retransmissions -
see Section 2.3). The whole transmission, including the data frame, IFS and
eventual acknowledgement and retransmissions, must be completed before
the end of the current GTS. Otherwise, it must wait until the GTS in the
next superframe.

The duration of a GTS required for the whole data transmission is
expressed as:

TGTS =

e∑
i=1

 IFSi + (macMaxFrameRetries · sample acki + 1)·

(frm sizei/rate+macAckWaitDuration · sample acki)

 (4.1)

where frm size is the size of transmitted frame including the data payload,
MAC and PHY headers (i.e. PPDU); rate is the data rate equal to 250 kbps;
IFSi is equal to SIFS or LIFS depending on the length of MAC frame; and
e is the number of flows in the transmit or receive direction belonging to a
given child node.

The number of allocated time slots for a given GTS is then equal to:

NGTS =
⌈
TGTS

TS

⌉
(4.2)

where TS is the duration of a time slot and is equal to SD/16. The number of
time slots, NGTS , is calculated for each allocated GTS in a given superframe.
The remaining time slots of SD are utilized for the best-effort traffic within
the CAP. The allocated GTSs cannot reduce the length of the CAP to less
than aMinCAPLength [9].

The superframe duration (SD) is then computed iteratively starting from
SO = 0. If the number of time slots required for all allocated GTSs in a
given superframe is greater than 16 − daMinCAPLength/TSe, the SO is
increased by 1 and the length of each GTS (Eq. (4.2)) is recalculated. This
procedure is repeated until all allocated GTSs fit into a given SD.

To ensure efficient bandwidth utilization, the SD of the clusters handling
a higher amount of data traffic should be longer than the ones handling less
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amount of data traffic. Thus, the adequate SD is computed for each cluster
such that for each cluster k, we get SOk and the configuration parameters [9]
of each allocated GTS, i.e. GTS device, GTS direction, GTS length and
GTS starting slot. In case of the example in Figure 4.1, the configuration
parameters are summarized in Table 4.2. Note that all clusters have the same
BO equal to 3, which gives the longest possible BI minimizing the energy
consumption of the nodes.

cluster SO GTS device GTS length GTS direction GTS starting slot

cluster 1 1

R2 1 transmit 10

R3 1 transmit 11

R4 1 transmit 12

R2 1 receive 13

R3 2 receive 14

cluster 2 0

R5 2 transmit 8

R6 2 transmit 10

R6 4 receive 12

cluster 3 0
N11 2 transmit 10

N10 4 receive 12

cluster 4 0 N12 2 transmit 14

cluster 6 0 N14 2 transmit 14

Table 4.2: Guaranteed bandwidth of clusters’ superframes corresponding to the
example in Figure 4.1.

The above described algorithm for the calculation of the duration of
clusters’ active portions is illustrated in Figure 4.5.

4.4.2 TDCS formulated as a cyclic extension of RCPS/TC

The concept of (general) temporal constraints (also called minimum and
maximum time lags) have been classified by Brucker et al. [46]. The problem
was studied by the operations research community, but similar principles
have also appeared in the optimization of compilers for multiprocessor
machines [47] and in symbolic representation of states in timed automata [48].

The set of n tasks T = {T1, . . . Ti, . . . Tn} with temporal constraints is
given by a graph of communication tasks G (see Figure 4.7), where the
vertices correspond to the tasks and the directed edges represent the temporal
constraints between the tasks. The scheduling problem is then defined
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01: for each cluster k

02: SOk = −1

03: repeat

04: for each child node

05: calculate NT
GTS for all flows in transmit direction

06: calculate NR
GTS for all flows in receive direction

07: end

08: SOk = SOk + 1

09: until
∑
NT

GTS +
∑
NR

GTS ≤ 16− daMinCAPLength/TSe

10:

11: /* processing time pk of cluster-task Tk */

12: pT
k =

∑
NT

GTS pR
k =

∑
NR

GTS pCAP
k = 16− (pT

k + pR
k )

13: end

Figure 4.5: The calculation of clusters’ SOs and the processing times of cluster-tasks.

as searching for such a feasible schedule (s1, s2, . . . sn), which satisfies the
temporal constraints and resource constraints while minimizing the objective
criterion. Note that in RCPS/TC terminology, si is the start time of
task Ti related to the beginning of the schedule (i.e. time 0), but in
IEEE 802.15.4/ZigBee terminology, the parameter StartT ime, is related to
the moment, when the beacon frame from the parent router was received
(Figure 4.2). Parameter StartT ime can be easily derived from start time
s and matrix A, since parameter StartT ime of the root is equal to 0 (see
Eq. (4.12) for more details).

Each edge from vertex Ti to vertex Tj is labelled by a weight wi,j which
constraints the start times of the tasks Ti and Tj by the inequality sj − si ≥
wi,j . There are two kinds of edges: the edges with positive weights and the
edges with negative weights. The edge, from vertex Ti to vertex Tj with a
positive weight wi,j (giving the minimum time lag), indicates that sj , the
start time of Tj , must be at least wi,j time units after si, the start time of
Ti (i.e. sj ≥ si + wi,j). We use the positive weights wi,j to represent the
precedence constraint, i.e. wi,j = pi and therefore Tj starts after completion
of Ti, where pi is processing time of Ti.

The edge, from vertex Tj to vertex Ti with a negative weight wj,i (giving
the maximum time lag), indicates that sj must be no more than |wj,i| time
units after si (i.e. sj ≤ si + wj,i). Therefore, each negative weight wj,i
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represents the relative deadline of task Tj in relation to task Ti. Consequently,
when Tj is the last task of the flow and Ti is the first task of the same flow,
the edge with a negative weight may be conveniently applied for e2e deadline
such that the value of e2e deadline is equal to |wj,i|+ pj .

Any feasible TDCS has to respect the resource constraints related to the
collision domains of clusters and the temporal constraints of the flows. Hence,
the set of tasks T will consist of two disjoint subsets: a set of cluster-tasks and
a set of dummy-tasks reflecting the temporal constraints only. The duration
of a task Ti is given by its processing time pi.

The cluster-task Ti is created for each cluster i. Note that the clusters
which do not route any data flow have pi = 0 (i.e. cluster-task 5 is not shown
in Figure 4.7). In the case of an active cluster-task (i.e. the one routing
at least one data flow) the processing time is equal to the cluster’s SD (i.e.
pi = SD computed in Section 4.4.1) and includes all the communications
handled by the given cluster. That means, for each cluster-task, we define
the duration of the CAP as pCAP

i , the duration of all GTSs in the transmit
direction as pT

i and the duration of all GTSs in the receive direction as pR
i ,

i.e. the processing time of cluster-task is given as pi = pCAP
i + pT

i + pR
i . The

unit of processing time, called ptu, is equal to the length of a time slot when
SO = 0 (i.e. 1 ptu = aBaseSuperframeDuration/16 = 0.96 ms).

Each dummy-task has a processing time equal to 0 since they are used to
handle temporal constraints of different flows.

Let us consider the illustrative example of cluster-tree WSN in Figure 4.1,
where periodic time-bounded traffic is sent using two data flows. Within the
first data flow, messages are sent from source nodes N12 and N14 to the
sink node N10. In the second case, nodes R5 and N11 send messages to the
sink router R6. The user-defined parameters of the flows are summarized
in Table 4.1. Thus, cluster-tasks T1, T2, T3, T4, T5, T6 are associated with
clusters 1, 2, 3, 4, 5 and 6. The processing time of each cluster-task is
equal to its associated cluster’s SD as follows: pCAP = [20, 8, 10, 14, 0, 14],
pT = [6, 4, 2, 2, 0, 2] and pR = [6, 4, 4, 0, 0, 0]. Cluster 5 does not route any
flow, thus its processing time is equal to 0. Note that since Superframe Order
of cluster 1 is equal to 1 (Table 4.2), the processing time p1 was doubled.

The collisions among the routers are represented as conflicts among the
cluster-tasks due to the shared resources. M is defined as a set of couples
of the cluster-tasks having a potential conflict. Consider two cluster-tasks Ti

and Tj . The potential conflict between Ti and Tj is a couple {i, j} derived
from the collision matrix C as follows: we say that {i, j} ∈ M if and only if
Ci,j = 1, pi > 0 and pj > 0.



54 Chapter 4 Energy efficient scheduling for cluster-tree WSNs

(a) In-tree of data flow 1. (b) In-tree of data flow 2.

Figure 4.6: In-trees of dummy-tasks relating to the data flows.

Precedence constraints of each flow are represented by an in-tree of
dummy-tasks connected by positive edges. The leaves correspond to the
source clusters, where the source nodes are associated, and the root to the
sink cluster, where the sink is associated. In particular example in Figure 4.7,
the in-tree of dummy-tasks T11, T10, T9, T8, T7 corresponds to flow 1, and the
in-tree of dummy-tasks T14, T13, T12 corresponds to flow 2. Each dummy-
task represents a given flow in a given cluster (e.g. T11 represents flow 1 in
cluster 6).

Precedence constraints of each flow are represented by an in-tree of
dummy-tasks connected by positive edges. The leaves correspond to the
source clusters, where the source nodes are associated, and the root to
the sink cluster, where the sink is associated. In particular example in
Figure 4.1, the in-tree of dummy-tasks T11, T10, T9, T8, T7 corresponds to flow
1 (Figure 4.6a), and the in-tree of dummy-tasks T14, T13, T12 corresponds to
flow 2 (Figure 4.6b). Each dummy-task represents a given flow in a given
cluster (e.g. T11 represents flow 1 in cluster 6).

The messages transmitted periodically over the network can be considered
as a periodic execution of task-set T . As mentioned in Section 4.3.3, one wave
of a given flow may go over several periods and, therefore, we are faced with
a cyclic scheduling problem.

Let ŝi be the start time within the period, i.e. remainder after division
of si by BI, and let q̂i be the index of the period, i.e. the integer part of this
division. Then start time si can be expressed as follows:

si = ŝi + q̂i · BI for ŝi ∈ 〈0,BI− 1〉 , q̂i ≥ 0. (4.3)

This notation divides si into segment q̂i and offset ŝi. Hence, two tasks Ti

and Tj within one period may have a different q̂i and q̂j , since the pieces of
data related to these tasks correspond to the different waves (this notion used
in cyclic scheduling is identical to the modulo scheduling or SW pipelining
in the parallel compiler community [49]).
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The cyclic schedule has to follow several constraints:

– Precedence constraints and relative deadlines are given by inequality
sj − si ≥ wi,j . As a result, by applying Eq. (4.3) we obtain:

(ŝj + q̂j · BI)− (ŝi + q̂i · BI) ≥ wi,j . (4.4)

– Offset precedence constraints and offset relative deadlines are used
to bind the flow-related dummy tasks with the cluster-task. They
represent the relation between two tasks that can be from different
waves. Therefore, they do not contain the segment values q̂ and can be
expressed as:

ŝj − ŝi ≥ vi,j . (4.5)

The offset weights vi,j are used to distinguish the offset precedence
constraints from ”normal” precedence constraints.

– Resource constraints given by M, the set of potential conflicts of the
cluster-tasks. The conflicts have to be avoided in order to obtain a
feasible schedule (detailed explanation is given in Section 4.4.4).

4.4.3 Graph of the communication tasks

An important step of the scheduling algorithm is the construction of the
graph of the communication tasks G (Figure 4.7) using the data flows in
Table 4.1 and topology in Figure 4.1 (i.e. adjacency matrix A and collision
matrix C).

Each dummy-task is synchronized with the corresponding cluster-task.
The synchronization is made by means of offset precedence constraints
represented by dashed edges in Figure 4.7. All of them have the weight
vi,j = 0, therefore, for example, ŝ6 = ŝ11 is given by two inequalities (4.5),
i.e. ŝ6 ≥ ŝ11 and ŝ6 ≤ ŝ11.

Positive edges are used to represent precedence constraints of the flows.
For example of flow 1, dummy-task T9 starts after dummy-task T11 is
completed, which is represented by the positive edge with weight w11,9 equal
to the processing time of cluster-task T6, i.e. w11,9 = p6 = 16.

Negative edges are used to represent the e2e deadlines of the flows. The
e2e deadline of the flow spans from the beginning of transmit or receive GTS’s
groups to the end of transmit or receive GTS’s groups (see Figure 4.10). On
the other hand, the relative deadline between corresponding tasks, given by
the weight wi,j , starts and ends at the beginning of the tasks. Hence, the
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Figure 4.7: Graph G of the tasks corresponding to example in Figure 4.1.

e2e deadline must be aligned with the beginning of corresponding tasks. For
example of a sub-flow of flow 1 from source end-node N14 to sink end-node
N10, the relative deadline between the corresponding dummy-tasks T7 and
T11 is given by the weight w7,11 as follows:

w7,11 = −
(
e2e deadlineN14N10 + (pCAP

6 + pT
6 · θ1,6)

− (pCAP
3 + pT

3 + pR
3 · (1− θ1,3))

)
= −

(
135 + (14 + 2 · 0)− (10 + 2 + 4 · 1)

)
= −133 ptu

(4.6)

where θf,r is a binary constant, which is equal to 1 when router r is
source/sink of flow f and is equal to 0 when a child node of router r is
source/sink of flow f . The resulting end-to-end delay (dN14N10) is constrained
by e2e deadlineN14N10 (see Figure 4.10), and it spans from the beginning of
transmit GTS’s group of cluster 6 (since the measured data has to be received
from the end-node N14 through a transmit GTS) to the end of receive GTS’s
group of cluster 3 (since the received data has to be dispatched to the end-
node N10 through a receive GTS).

Graph G in Figure 4.7 is given by W , the adjacency matrix of the weights
wi,j , and V , the adjacency matrix of the offset weights vi,j . If there is no
edge from Ti to Tj , then wi,j = vi,j = −∞.
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4.4.4 Solution of the scheduling problem by integer linear
programming algorithm

In this part, an Integer Linear Programming (ILP) formulation for cyclic
extension of RCPS/TC (Figure 4.8) is defined. Let xij be a binary decision
variable such that xij = 1 if and only if ŝi ≤ ŝj (i.e. Ti is followed by Tj or
both Ti and Tj start at the same time) and xij = 0 if and only if ŝi > ŝj (i.e.
Tj is followed by Ti).

Note that the period BI, vector p, matrices W , V and the set of potential
conflicts M are input parameters of the declarative program in Figure 4.8.

Constraint (4.8) is a direct application of the precedence constraints and
relative deadlines given by W . Constraint (4.9) relates to the offset prece-
dence constraints and offset relative deadlines given by V . Constraints (4.10)
and (4.11) limit the number of tasks executed at a given time. The binary
decision variable xij defines the mutual relation of tasks Ti and Tj (i 6= j)
within the period as follows:

1. When xij = 0, constraint (4.11) is eliminated in effect (since ŝi − ŝj +
BI ≥ pj is always true with respect to the definition domain of variable
s) and constraint (4.10) reduces to ŝj + pj ≤ ŝi, i.e. Tj is followed by
Ti within the period.

2. When xij = 1, constraint (4.10) is eliminated in effect and con-
straint (4.11) reduces to ŝi + pi ≤ ŝj , i.e. Ti is followed by Tj within
the period.

min
n∑

i=1

ŝi + q̂i · BI (4.7)

subject to:
ŝj + BI · q̂j − ŝi − BI · q̂i ≥ wij ∀(i, j); i 6= j, wij 6= −∞ (4.8)

ŝj − ŝi ≥ vij ∀(i, j); i 6= j, vij 6= −∞ (4.9)
ŝi − ŝj + BI · xij ≥ pj ∀ {i, j} ∈ M; i < j (4.10)
ŝi − ŝj + BI · xij ≤ BI− pi ∀ {i, j} ∈ M; i < j (4.11)

where: ŝi ∈ 〈0,BI− pi〉 ; q̂i ≥ 0; ŝi, q̂i ∈ Z; xi ∈ {0, 1}

Figure 4.8: ILP formulation for cyclic extension of the scheduling problem.
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Figure 4.9: Gantt chart of TDCS including flows 1 and 2.

The above mentioned scheduling algorithm have been implemented in
the Matlab [50] using GLPK solver [51]. Figure 4.9 shows the offsets of start
times (ŝ) of cluster-tasks (namely ŝ1 = 48, ŝ2 = 16, ŝ3 = 0, ŝ4 = 32, ŝ6 = 0)
in the form of a Gantt chart for one whole period of a feasible TDCS of the
cluster-tree WSN in Figure 4.1 including flows 1 and 2 along the wave k. The
value of start times ŝ is in processing time units (ptu). Note that the cluster-
tasks T3 and T6 can overlap because the collision domain of cluster 3 does
not include cluster 6 and vice versa. In addition, the output of algorithm
contains the index (q̂) of the TDCS period for each flow related to dummy-
task as follows: q̂11 = 0, q̂10 = 0, q̂9 = 0, q̂8 = 0, q̂7 = 1 and q̂14 = 0, q̂13 = 0,
q̂12 = 1.

The StartT ime parameter of each cluster’s active portion (except the
root) is computed from the offset of start times as follows:

StartT imei = ŝi + γ · BI− ŝparent (4.12)

where ŝparent is the offset of start time of the parent cluster-task of cluster-
task i, and γ = 1 if ŝi < ŝparent; otherwise γ = 0. The StartT ime parameter
of the active portion of the root is equal to 0. In case of the example in
Figure 4.1 in which BO = 3 (BI = 128 ptu), the StartT ime parameter of the
active portion of cluster 4 is then computed as: StartT ime4 = ŝ4+1·BI−ŝ1 =
32 + 128− 48 = 112 ptu.
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Using Eq. (4.3), the e2e delay between each source and sink of a given
flow is computed. For example of a sub-flow of flow 1 from source end-node
N14 to sink end-node N10, the e2e delay is computed as follows:

dN14N10 =
(
s7 + pCAP

3 + pR
3 + pT

3 · (1− θ1,3)
)
−
(
s11 + pCAP

6 + pT
6 · θ1,6

)
=
(
(128 + 10 + 2 + 4 · (1− 0)

)
−
(
0 + 14 + 2 · 0

)
= 130 ptu

(4.13)

where binary constant θf,r has been defined in Eq. (4.6); s7 and s11 are start
times of corresponding dummy-tasks T7 and T11; p3 and p6 are processing
times of cluster 3 and 6, respectively, where end-nodes N10 and N14 are
associated.

The time line of clusters’ active portions including allocated GTSs is
presented in Figure 4.10. The StartT ime parameters and e2e delays are
based on the values of ŝ, q̂ and using of Egs. (4.13) and (4.12).

Using the proposed scheduling methodology, system designers are able to
configure the parameters of each cluster, such as BO, SO and StartT ime, in
IEEE 802.15.4/ZigBee cluster-tree WSNs. Furthermore, for every cluster’s
superframe, the configuration parameters [9] of each allocated GTS such
as GTS device, GTS direction, GTS length and GTS starting slot can be
obtained as well (Table 4.2).

4.5 Time complexity

This section focuses on the time complexity of the proposed TDCS algorithm
implemented in Matlab while using the simplex-based GLPK solver [51]
(GNU Linear Programming Kit by A. Makhorin). The time complexity
usually depends on the number of decision variables, which is in this case
less than (n2

c − nc)/2 + nd, where nc stands for the number of active cluster-
tasks (xij is generated for each couple of potentially conflicting tasks) and
nd stands for the number of dummy-tasks (q̂i is generated for each of them).

In this experiment, the system model is configured as follows. The
number of child routers is randomly generated for each parent router and
varies between 0 and 3. The routers are successively generated until the
total number of routers in the network reaches NTOTAL

router . Each router has
3 child end-nodes. Note that the locations of child routers and end-nodes
are randomly generated within the transmission range of their parent router
ensuring random collisions. The total number of nodes (NTOTAL

node ) in WSN
is show in parentheses in Table 4.3.
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NTOTAL
router Nflow Nsource Ntask

timecompact timefeasible

(NTOTAL
node ) [sec] [sec]

7 2
3 15.5 0.095 –

6 15 0.087 –

(28) 4
3 25 0.18 –

6 24 0.196 –

11 2
3 19 0.126 0.105

6 19 0.137 0.1

(44) 4
3 31.5 0.408 0.19

6 33.5 0.605 0.184

16 2
3 26.5 0.428 0.2 (1)

6 27 2.75 (2) 0.22

(64) 4
3 40 8.94 (2) 0.63 (1)

6 40.5 19.38 (2) 0.407 (2)

20
2

3 25 3.74 (2) 0.21

6 24 9.54 (2) 0.21

(80) 4
3 44.43 – 0.63

6 43.75 – 0.54

40
2

3 36.65 – 0.55 (1)

6 34.90 – 0.51 (2)

(160) 4
3 66.30 – 29.75 (5)

6 68.95 – 19.72 (3)

60 2
3 40.9 – 1.61

6 40.15 – 1.33 (2)

(240) 4
3 73.75 – 7.68 (2)

6 75.4 – 25.62 (4)

Table 4.3: Time complexity of TDCS algorithm.
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For each cluster-tree topology, we study effect of various number of data
flows Nflow equal to 2 or 4, and the number of sources Nsource of each
data flow equal to 3 or 6. The other parameters of data flows such as
req period = 0.6 sec, sample size = 120 bits and sample ack = 0 are
fixed. For each Nflow and Nsource combination, a set of 20 instances is
randomly generated and the scheduling algorithm is run for each of them.
Median of the number of tasks Ntask, which represents the complexity of
the problem, and median of the solution times (using the GLPK solver) are
shown in Table 4.3. The solution times, which exceed the time limit of
600 sec, are not encompassed in the median, and their number is shown in
parentheses. The column timecompact stands for the ILP formulation with
objective function (4.7), which gives feasible and compact schedule while
minimizing the sum of the start times. The column timefeasible stands for
the ILP formulation with objective function equal to 0 giving the feasible
schedule in a shorter time. Note that in this case the problem does not
require an optimal solution but only a first integer feasible solution. The
results show that the complexity of the problem, given by Ntask, grows with
the number of flows and with the size of the network. On the other side, the
number of sources of a given flow does not affect the complexity so much.

4.6 Simulation study

IEEE 802.15.4 standard supports acknowledgement and retransmission mech-
anisms to minimize the influence of the communication errors coming from
the unreliable and time-varying characteristics of wireless channels. The
purpose of this section is to show how the maximum number of retrans-
missions (parameter macMaxFrameRetries [9]) impacts the reliability of
data transmission, the energy consumption of the nodes and the end-
to-end communication delay, using the simulation study based on the
IEEE 802.15.4/ZigBee Opnet simulation model (Section 3.3) that has been
configured using the TDCS scheduling tool [50].

4.6.1 Simulation setup

The simulation scenario (illustrated in Figure 4.11) consists of 14 clusters and
23 TelosB motes forming a cluster-tree WSN. The TelosB [14] is a battery-
powered wireless device widely used in WSNs. The particular current draws
were measured as follows: average current draw in receive mode = 18.2 mA,
transmit mode = 19.2 mA at 0 dBm, idle mode = 54.5 µA and sleep mode
= 15 µA, using two AA batteries of capacity 1600 mAh. The following
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Figure 4.11: The simulation scenario in Opnet Modeler (parent-child relationships).

experiments considers a set of three time-bounded data flows with the user-
defined parameters summarized in Table 4.4.

New TDCS and configuration parameters of clusters, which ensure
that each data flow meets its e2e deadlines while minimizing the energy
consumption of the nodes, are generated for each number of retransmissions.
Without loss of generality, the non-overlapping TDCSs are assumed (i.e. a
single collision domain), because the simulation model does not support the

flow 1 flow 2 flow 3

sources {N19, N21, N23} {N17, N18} {R12, N16, N20}

sink N15 N20 N22

e2e deadline [sec] 2.6 0.8 3.4

req period [sec] 2.1 1.4 1

sample size [bit] 64 32 48

Table 4.4: The user-defined parameters of the data flows from the simulation
scenario.
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(a) Reliability (b) Energy consumption

Figure 4.12: Reliability of data transmission and sum of energy consumption of all
nodes in the network.

definition of the multiple collision domains. The simulation time of one run
is equal to 20 minutes involving generation of 1707 frames in case of flow 1,
1706 frames in case of flow 2 and 3585 frames in case of flow 3.

In fact, to engineer applications with certain guarantees, a certain
confidence on the communication channel must be achieved, and this can
be done by empirically analysing the channel error rate prior to a given
deployment. For the sake of simplicity, the homogeneous channel error rate (a
ratio of a number of dropped frames to a number of dispatched frames) equal
to 20% is assumed. That means when a node receives a frame, the dropping
probability is genereted as an uniformly distributed random number on the
interval 0 to 100. If the dropping probability is less than 20, the received
frame is dropped by a given node.

4.6.2 Simulation results

Figure 4.12a shows the reliability of data transmission as a function of the
maximum number of retransmissions (parameter macMaxFrameRetries).
For each flow, the reliability of data transmission is calculated as the ratio
of the number of dispatched frames by all sources to the number of received
frames by the sink. The average ratio of all flows is then plotted in the chart.

Figure 4.12b shows the sum of energy consumption of all nodes within
the simulation run as a function of the maximum number of retransmissions.
As expected, the reliability and energy consumption grow with the max-
imum number of retransmissions. It can be observed that the reliability
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(a) Maximum e2e delay (b) Energy consumption

Figure 4.13: Maximum e2e delay and sum of energy consumption of all nodes as a
function of BO assuming unacknowledged transmission.

of acknowledged transmission with the maximum of one retransmission
(macMaxFrameRetries = 1) increases 3.6 times against the reliability of
unacknowledged transmission (macMaxFrameRetries = 0). On the other
side, the energy consumption increases only 1.52 times.

In case of unacknowledged transmission, there exists two feasible TDCSs.
A shorter TDCS with the period given by BO = 5, and a longer TDCS with
the period given by BO = 6. Figure 4.13a confirms that both TDCSs are
feasible, because the maximum end-to-end delays are shorter than end-to-end
deadlines in both cases. However, Figure 4.13b shows that the network nodes
consume more energy when the shorter TDCS (BO = 5) is applied. Hence,
according to the required objectives, the TDCS scheduling tool returns
the longer TDCS that meets all e2e deadlines while minimizing the energy
consumption (i.e. maximizing the lifetime of the nodes).

The maximum end-to-end delays (dij) for each flow and each number
of retransmissions are presented in Figure 4.14. The dashed line at each
column depicts the end-to-end deadline (e2e deadline) for a given flow. A
first observation confirms that all TDCSs are feasible, because the maximum
end-to-end delays are shorter than end-to-end deadlines. However, the
e2e delays cannot be compare among each other, because new TDCS is
generated from scratch for each number of retransmissions to meet required
e2e deadlines. Note that for macMaxFrameRetries = 5 a feasible TDCS
cannot be generated, because BOmin = 7 is greater than BOmax = 6. To
increase BOmax to 7, the required period (parameter req period) of all flows
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Figure 4.14: Maximum e2e delay as a function of the maximum number of
retransmissions.

must be equal to or greater than 1.996608 sec, which is the value of BI for
BO = 7 (Eq.(2.1)).

To obtain more illustrative results, the e2e deadline of flow 1 is reduced
to 2.4 seconds and the other parameters are kept the same. In this case, a
feasible TDCS can be only found for macMaxFrameRetries in the range of
0 to 2, as depicted in Figure 4.15. For macMaxFrameRetries = 3 and up,
no feasible TDCS exists, because the maximum e2e delay of a flow is always
greater that its e2e deadline. Hence, it can be easily deduced that end-to-end
delay grows with the maximum number of retransmissions as well.

4.7 Conclusions

The chapter shows how to minimize the energy consumption of the nodes
by setting the beacon interval (TDCS period) as long as possible while
respecting e2e deadlines of the flows and avoiding possible inter-cluster
collisions. Binding of flows into one cluster-task is efficient with respect to the
structure of superframe (dividing period BI into active portion and inactive
portion) but also with respect to the complexity of the scheduling problem
(volume of decisions is related to the square of potentially conflicting tasks).
Note that grouping of GTSs in the transmit or receive direction leads to
slightly pessimistic results (length of pT

i or pR
i is relatively short with respect
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Figure 4.15: Maximum e2e delay as a function of the maximum number of
retransmissions: reduced e2e deadline of flow 1.

to e2e deadline), but scheduling of separate GTSs would lead to dramatic
increase of potentially conflicting tasks.

The solution is shown on iterative calls of the ILP algorithm, which
gives precise mathematical formulation of the problem and shows acceptable
performance for static configuration of middle-sized WSNs. The fact that a
cluster is active only once during its period and the flows may have opposite
directions leads to a cyclic formulation of the scheduling problem where one
wave of a given data flow has to span over several periods. Thanks to
the problem structure based on cyclic extension of RCPS/TC, it is quite
straightforward to make cyclic extension of heuristic algorithms [52] that are
able to handle RCPS/TC problems with up to one thousand of tasks in a
few seconds.

An interesting issue to be investigated is the adaptive behaviour of the
scheduling problem when new tasks are added to the original schedule. Such
a problem should be solvable by fixing the start times of original tasks and
using the same optimization algorithm. The time complexity in such a case
should be related to the number of new tasks, thus allowing one to use optimal
solvers.

The communication errors such as message corruption or message loss
come from unreliable and time-varying characteristics of wireless channels.
To increase the reliability of data transmission, the acknowledgement
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and retransmission mechanisms are employed. On the other side, the
simulation results demonstrate that each retransmission also increases the
energy consumption of the nodes and the end-to-end communication delay.
Providing higher reliability while increasing the number of retransmissions
requires greater amount of bandwidth that, consequently, enlarges the
clusters active portions. On the other side, longer active portions imply
higher duty-cycle and thus higher energy consumption of the nodes. In
addition, longer clusters active portions may increase the TDCS period which
induces longer end-to-end delays. Hence, the interdependence of reliability,
energy consumption and timeliness make the network design more complex.

Using the proposed TDCS scheduling tool and simulation model, system
designers are able to configure the IEEE 802.15.4/ZigBee beacon-enabled
cluster-tree WSNs and easily find the trade-off between reliability, energy
consumption and timeliness for a given application-specific implementation
prior to the network deployment.
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APPENDIX

4.A Table of symbols

The following table reports the symbols that are used through the Chapter 4,
along with their definition.

Symbol Definition

A = (aij) adjacency matrix describing parent-child tree

b total number of nodes in the WSN

C = (cij) collision matrix

G graph of communication tasks

NTOTAL
node total number of nodes in a WSN

NTOTAL
router total number of routers (clusters) in a WSN

n number of tasks

pi processing time of task Ti

ptu processing time unit

q̂i segment of start time si

Ti task i

si start time of task Ti

ŝi offset of start time si

vi,j offset weight

wi,j weight of the edge between tasks Ti and Tj

x̂ij binary decision variable

Table 4.5: Table of symbols.



70 Chapter 4 Energy efficient scheduling for cluster-tree WSNs



Chapter 5

Dimensioning and worst-case
analysis of cluster-tree sensor
networks

5.1 Introduction

The evaluation of the performance limits of Wireless Sensor Networks
(WSNs) is of paramount importance to understand their behaviour under
the worst-case conditions [53] and to make the appropriate design choices.
This is particular relevant for time-sensitive WSN applications. Supporting
time-sensitive WSN applications implies to predict and guarantee bounded
end-to-end communication delays. To ensure bounded end-to-end delays and
to avoid buffer overflow, network resources must be known in advance, and
dimensioned along the path from a source to a sink. In that direction, this
chapter aims at proposing a comprehensive methodology that provides a
scientific approach for quick and efficient worst-case dimensioning of network
resources (e.g. bandwidth and nodes’ buffer size) to avoid their overflows
and to minimize clusters’ duty-cycle (reducing energy consumption of the
nodes) in static or even dynamically changing WSNs with a cluster-tree
topology, assuming bounded communication errors. Consequently, the worst-
case performance bounds (e.g. the worst-case end-to-end delay) can be
derived for a cluster-tree WSN with bounded resources. The analytical
methodology is based on Network Calculus as a trade-off between complexity
and accuracy. The main benefit of using Network Calculus is its generality
and simplicity.

WSNs are commonly used for monitoring applications that gather sensory

71
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data in a central point called sink. In this chapter, the sink is considered
as an autonomous entity that does not make part of the WSN, but
can be associated to any of its routers through any (wired or wireless)
communication means. Thus, the sink’s mobility does not impact the WSN
topology, but affects the destination of the data flows (any router in the
WSN). However, while the statically associated sink is adequate for root
centric WSN applications (e.g. an intruder alarm system delivering alerts to
the control centre), other applications may impose or benefit from collecting
data at different network locations (e.g. a doctor with a hand held computer
collecting patients’ status, a fire-fighter in a rescue mission or a mobile robot
in a factory-floor).

Contribution

The main outcome of this chapter is the provision of a comprehensive
methodology based on Network Calculus, which enables quick and efficient
worst-case dimensioning of network resources (e.g. bandwidth and buffer
size) in a static or even dynamically changing cluster-tree WSN where a
static or mobile sink gathers data from all sensor nodes. Consequently, the
worst-case performance bounds (e.g. end-to-end delay) can be evaluated
for a cluster-tree WSN with bounded resources. The designed methodology
presents two main components: (1) an analytical methodology for the
worst-case dimensioning of network resources and delay bound analysis,
(2) the impact of the sink’s mobility on the worst-case performance of the
cluster-tree network. This enables system designers to efficiently predict
network resources that ensure a minimum QoS during extreme conditions
(performance limits).

In particular, the Chapter 5 presents the following contributions:

1. A formulation of a simple yet efficient methodology, based on Network
Calculus, to characterize incoming and outgoing data traffic in each
router in the cluster-tree WSN (Section 5.5) and to derive upper bounds
on buffer requirements and per-hop and end-to-end delays for both
upstream and downstream directions (Section 5.6).

2. A description of how to instantiate this methodology in the design
of IEEE 802.15.4/ZigBee cluster-tree WSNs, as an illustrative example
that confirms the applicability of general approach for specific protocols
(Section 5.7).

3. A demonstration of the validity of proposed methodology through
an experimental test-bed based on Commercial-Off-The-Shelf (COTS)
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technologies, where the experimental results are compared against the
theoretical results and assess the pessimism of the theoretical model
(Section 5.8).

4. An analysis of the impact of the sink mobility on the worst-case
network performance and an outline of alternatives for sink mobility
management, namely how routes must be updated upon the mobility
of the sink, and how this procedure affects the worst-case network
performance (network inaccessibility times) (Section 5.9).

Notations and symbols used in this chapter are summarized in Ap-
pendix 5.A.

5.2 Related work

The evaluation of the fundamental performance limits of WSNs has been
addressed in several research works. In [53], the energy-constrained limits
of WSNs with respect to the network throughput and operational lifetime
has been evaluated. The authors have showed that with fixed node density,
lifetime of WSN decreases in the order of 1/n as the number of deployed nodes
n grows. Even with renewable energy sources, the maximum sustainable
throughput in energy-constrained sensor networks scales worse than the
capacity based on interference among concurrent transmissions, as long as
the physical network size grows with n in an order greater than log n.
In [54], the authors have evaluated the real-time capacity of multi-hop
WSNs, identifying how much real-time data the network can transfer by
their deadlines. A capacity bound has been derived for load-balanced as
well as load-unbalanced sensor networks using (ideal) MAC protocols with
fixed priority packet scheduling mechanisms. The effects of various link
layer multiplexing schemes such as time-division multiplexing and frequency-
division multiplexing have been discussed. It has been shown that deadlines
are never missed when the network capacity bound is not exceeded. Both
above mentioned papers consider ad hoc WSNs. In [55], the authors have
explored the fundamental limits for acceptable loads, utilization and delays
in multi-hop sensor networks with fixed linear and grid topologies, in case
all sensor nodes are equally capable to reach the sink (fair-access criterion).
The upper bounds on network utilization and lower bounds on sensing time
interval have been derived for any MAC protocol confirming to the fair-access
criterion.
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Another line of research works deals with soft real-time routing in WSNs.
SPEED, MMSPEED and RPAR are some of the routing protocols providing
soft end-to-end deadline guarantees in ad hoc WSNs. These protocols utilize
location information to carry out routing decisions such that each node must
be location-aware. SPEED [5] guarantees a uniform delivery speed all over
the network so that the end-to-end delay of a message is proportional to the
distance between source and sink. Thus, it is possible to predict if the end-
to-end deadlines can be met or not. However, the SPEED protocol provides
only one network-wide speed, which is not suitable for differentiating various
traffic with different deadlines. MMSPEED [56] extends SPEED to support
different delivery speeds and levels of reliability across the network, such
that differentiated QoS can be achieved. Both SPEED and MMSPEED
use fixed transmission power. Real-time Power-Aware Routing (RPAR)
protocol [36] integrates transmission power control and real-time routing for
supporting energy-efficient soft real-time communication. It is based on the
assumption that a higher transmission power results in higher speed. The
transmission power is increased if the required speed is not satisfied, otherwise
if the required speed is satisfied the transmission power is decreased (to
improve energy efficiency). On the contrary, this chapter assumes cluster-
tree WSNs, where the routing decisions are simple and time-efficient because
each node only interacts with its predefined parent/child nodes, and worst-
case dimensioning is the main objective.

The worst-case analysis and resource dimensioning of WSNs using
Network Calculus has been pursued by Schmitt et al., who proposed the
Sensor Network Calculus methodology. In [57], Sensor Network Calculus
was introduced and basic components such as arrival and service curves
were defined. The system model assumes generic tree-based topologies with
nodes transmitting sensor data towards the sink, that is associated to the
root. The authors also proposed a general iterative procedure to compute
the network internal flows and, subsequently, the resource requirements
and the delay bounds. On the contrary, the recurrent equations are
employed in this chapter so that to avoid iterative computations that are
more complex and time consuming and not suitable for large scale WSNs.
In [58], the previous Sensor Network Calculus framework was extended to
incorporate in-network processing features (e.g. data aggregation). This
chapter abstracts from the computational resources in the network nodes
and from data aggregation. Lenzini et al. [59] have derived a tighter end-
to-end delay bound for each single data flow in tree-based WSNs with FIFO
multiplexing nodes. In [60], the authors searched for the worst-case topology
(i.e. the topology that exhibits the worst-case behaviour in terms of buffer
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requirements, delay bounds and network lifetime) in networks with random
nodes deployment. Finding the general worst-case topology is a complex
task, thus their methodology explores the worst-case tree, constrained on
maximum depth and number of child routers, that maximizes the arrival
curve of the root node. As compared to the aforementioned papers, the
system model presented in this chapter is more accurate for the specific case
of cluster-tree topologies and the sink can be associated to any router in the
WSN.

There have also been several research works on contention-free protocols
and mechanisms based on resource reservations to achieve the desired
QoS [61–63]. Caccamo et al. [61] have proposed a collision-free MAC
protocol based on the decentralized earliest-deadline first (Implicit-EDF)
packet scheduling algorithm. The key idea is to replicate the EDF schedule
at each node to ensure contention-free packet transmission. If the schedules
are kept identical, each node will know which one has the message with the
shortest deadline and has the right to transmit next. However, it only works
when the nodes are organized in hexagonal cells using frequencies different
from any of their nearby cells, which requires transceivers supporting multiple
frequencies. In addition, the nodes need tight clock synchronization and to
know the characteristics of all periodic traffic a priori. These assumptions are
uncommon in most WSN applications. Facchineti et al. [62] have presented
a MAC protocol based on implicit-EDF to schedule real-time wireless
communication in a network of mobile robots. They assumed the network
is not fully linked and developed a consensus protocol to tolerate hidden
nodes, allow dynamic schedule updates and dynamic node membership. Like
implicit-EDF, their protocol relies on clock synchronization and cooperation
among nodes. Each node needs to know the positions of all other nodes,
and to take into account the number of hops a message needs to reach
destination. The Robust Implicit-EDF (RI-EDF) protocol [63] also builds
upon the EDF scheduling algorithm to derive a schedule for the network,
implicitly avoiding a contention on the medium. Contrary to I-EDF, RI-EDF
protocol assumes no clock synchronization among nodes and a fully linked
network, and provides robustness in the presence of node failures or packet
losses. This chapter assumes a TDMA-like policy for medium access, such as
the Guaranteed Time Slot (GTS) in IEEE 802.15.4 protocol. Differentiation
is made based on the flow specification by guaranteeing more time slots.

On the other hand, several research works addressed the use of sink
mobility to minimize energy consumption in WSNs [64, 65]. The proposed
approaches use random, predictable or controlled mobility of one or more
sinks [64]. Four strategies (random, geographically, intelligent and genetic
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algorithm based) focusing on optimal sink placement for minimizing the
worst-case delay as well as maximizing the lifetime of a WSN have been
introduced in [65]. Conversely, the proposed methodology in this chapter
computes the worst-case delays and resource requirements for any sink
position.

5.3 Background on Network Calculus

Network Calculus [31] is a mathematical methodology based on min-
plus algebra that applies to the deterministic analysis of queuing/flows in
communication networks. This section briefly introduces the aspects of the
Network Calculus formalism that are most significant to this paper. For
additional details please refer to [31].

A basic system model S in Network Calculus consists of a buffered FIFO
(First-In, First-Out order) node with the corresponding transmission link
(Figure 5.1). For a given data flow, the input function R(t) represents a
cumulative number of bits that have arrived to system S in the time interval
(0, t). The output function R∗(t) represents the number of bits that have left
S in the same interval (0, t). Both functions are wide sense increasing, i.e.
R(s) ≤ R(t) if and only if s ≤ t.

Guaranteeing performance bounds to a data flow requires that input
function R(t) and output function R∗(t) be constrained. In Network Calculus
these features are modelled by the concept of arrival and service curves.

Definition 1 Arrival Curve α(t) (Figure 5.2). Let α(t) be a wide-sense
increasing function for t ≥ 0. Then an incoming data with input function
R(t) is upper bounded by α(t) iff for ∀s, 0 ≤ s ≤ t, R(t) − R(s) ≤ (t − s).
It is also said that R(t) is α smooth or R(t) is constrained by α(t), i.e.
R(t) ∼ α(t).

Figure 5.1: The basic system model in Network Calculus.
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Figure 5.2: Example of a cumulative input function R(t) constrained by affine arrival
curve αb,r(t) and a cumulative output function R∗(t) constrained by rate-latency
service curve βR,T (t).

Definition 2 Service Curve β(t) (Figure 5.2). Consider system S and a
flow through S with input and output functions R(t) and R∗(t), respectively.
Then S offers to the traversing flow a service curve β(t) iff β(t) is a wide-
sense increasing function with β(0) = 0, and for ∀t there exists t0 ≤ t such
that R∗(t)−R∗(t0) ≥ β(t−t0). This means that an outgoing data with output
function R∗(t) during any period (t− t0) is at least equal to β(t− t0).

The knowledge of the arrival and service curves enables to determine the
performance bounds for a lossless system, namely the delay bound Dmax,
which represents the worst-case delay of a message traversing the system S,
and the backlog bound Qmax, which represents the worst-case queue length of
a flow, i.e. indicates the minimum buffer size requirement inside the system
S. Let a flow with input function R(t), constrained by arrival curve α(t),
traverses a system S that offers a service curve β(t). It results that:

Definition 3 The Delay Bound Dmax is the maximum horizontal distance
between α(t) and β(t), and for ∀t ≥ 0 the delay d(t) satisfies:

d(t) ≤ sup
s≥0

{
inf
{
τ ≥ 0 : α(s) ≤ β(s+ τ)

}}
= Dmax (5.1)

Intuitively, Dmax is the amount of time the arrival curve α must be shifted
forward in time so that it lies below service curve β. From Eq. (5.1) it follows
that β1 ≤ β2 ⇒ Dmax(β1) ≥ Dmax(β2).
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Definition 4 The Backlog Bound Qmax is the maximum vertical distance
between α(t) and β(t), and for ∀t ≥ 0 the backlog q(t) satisfies:

q(t) ≤ sup
s≥0

{
α(s)− β(s)

}
= Qmax (5.2)

In Network Calculus, it is also possible to express an upper bound for an
outgoing data with output function R∗(t), called output bound.

Definition 5 Output Bound α∗(t). Assume that a flow with input function
R(t), constrained by arrival curve α(t), traverses a system S that offers a
service curve β(t). Then, the output function R∗(t) is upper bounded by the
following output bound α∗(t):

α∗(t) ≤ (α� β) ≥ α(t) (5.3)

where � is the min-plus deconvolution defined for f, g ∈ F, where F is the
set of wide sense increasing functions, as:

(f � g)(t) = sup
s≥0

{
f(t+ s)− g(s)

}
for ∀t ∈ R (5.4)

So far a system S has been handled as a single buffered node (Figure 5.1).
However, system S might also be a sequence of nodes or even a complete
network. In this case, the concatenation theorem enables to investigate a set
of nodes in sequence as a single node.

Definition 6 Concatenation Theorem. Assume a flow with input function
R(t) traversing system S1 and S2 in sequence, where S1 offers service curve
β1(t) and S2 offers β2(t). Then the concatenation of these two systems offers
the following single service curve β(t) to the traversing flow:

β(t) = (β1 ⊗ β2)(t) = (β2 ⊗ β1)(t) (5.5)

where ⊗ is the min-plus convolution defined for f, g ∈ F as:

(f ⊗ g)(t) = inf
0≤s≤t

{
f(t− s) + g(s)

}
for ∀t ≥ 0 (5.6)

Min-plus convolution has several important properties, including being
commutative and associative. Furthermore, convolution of concave curves is
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equal to their minimum [59]. It can be also shown that service curve β and
arrival curve α can be expressed using a min-plus convolution as follows:

R∗ ≥ (R⊗ β)(t) = inf
0≤s≤t

{
R(t− s) + β(s)

}
for ∀t ≥ 0

R ≤ (R⊗ α)(t) = inf
0≤s≤t

{
R(t− s) + α(s)

}
for ∀t ≥ 0

Due to the aggregation of the data flows in the direction of the sink, each
router must provide a service curve β(t) to the aggregated data flow. Thus,
the delay and backlog bounds are computed for the aggregated data flow
traversing the router. On the other hand, using the aggregate scheduling
theorem, tighter bounds can be computed for each individual data flow
traversing the network. In this work, both approaches (i.e. aggregated flow
per router and individual flow over network) are used to compare the results.

Definition 7 Aggregate Scheduling Theorem. Consider a lossless node
multiplexing two data flows, 1 and 2, in FIFO order. Assume that flow 2
is constrained by the arrival curve α2(t) and the node guarantees a service
curve β(t) to the aggregate of these two flows. Define the family of functions
as:

βeq
1 (t,Θ) =

[
β(t)− α2(t−Θ)

]+
· 1{t>Θ} (5.7)

where notation 1{expr} is equal to 1 if expr is true, and 0 otherwise, and (x)+

denotes max(0, x). Then for ∀Θ ≥ 0, βeq
1 (t,Θ) is an equivalent service curve

guaranteed for flow 1.

So far an abstract Network Calculus model has been considered. The
accuracy of the worst-case bounds depends on how tightly the selected arrival
and service curves follow the real network behaviour. Different types of
arrival and service curves have been proposed in Network Calculus (e.g. [31,
57]). However, the affine arrival curve and rate-latency service curve are
the most used (as illustrated in Figure 5.2), since they lead to a fair trade-
off between computing complexity and accuracy (approximation to the real
system behaviour), as it will be shown in this chapter.

The affine arrival curve (Figure 5.2) is defined as αb,r(t) = b + r · t
for ∀t > 0 and 0 otherwise, where b is called burst tolerance, which is the
maximum number of bits that can arrive simultaneously at a given time to
the system S, and r is the average data rate. This type of arrival curve
represents a data traffic based on the average sensing rate with short-term
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fluctuations given by the burst tolerance, i.e. it allows a node to send b bits
at once, but no more than an average of r bits per second over a long run.

The rate-latency service curve is defined as βR,T (t) = R · (t− T )+, where
R ≥ r is the guaranteed forwarding rate, T is the maximum latency of
forwarding data (both depend on the nodes features, such as processing speed
and resource allocation mechanism). If r > R, the bounds are infinite.

Hereafter, a system S is considered as the one that guarantees a rate-
latency service curve βR,T (t) and that stores incoming data in a FIFO buffer.
Then, the performance bounds Dmax and Qmax (see Figure 5.2 for additional
intuition) guaranteed to the data flow, constrained by the affine arrival curve
αb,r(t) and traversing system S, are easily computed as:

Dmax =
b

R
+ T Qmax = b+ r · T (5.8)

Note that the first term b/R is interpreted as the part of the delay due to
the burstiness of the incoming data, whereas T is due to the latency of the
node.

An application of Eq. (5.3) to a data flow constrained by affine arrival
curve αb,r(t) and traversing system S guaranteeing a rate-latency service
curve βR,T (t), the output bound of this data flow is expressed as (the proof
can be found in [66]):

α∗(t) = αb,r(t)�βR,T (t) = αb,r(t)+ r ·T = (b+ r ·T )+ r · t = b∗+ r∗ · t (5.9)

According to the aggregate scheduling theorem, α2(t) is a affine arrival
curve and β(t) is a rate-latency service curve, then an equivalent service curve
for data flow 1 is expressed as:

βeq
1 (t,Θ) = (R− r2) ·

[
t−

(b2 + r2(T −Θ)
R− r2

+ T
)]+

· 1{t>Θ} (5.10)

Hereafter, we omit repeating that arrive curves are affine and service
curves are rate-latency, and that all curves are functions of time whenever
doing so does not generate ambiguity.
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5.4 System model

This section defines general cluster-tree topology and data flow models that
will be considered in the following analysis. It also elaborates on the worst-
case cluster scheduling; that is, the time sequence of clusters’ active portions
leading to the worst-case end-to-end delay for a message to be routed to the
sink. To ensure predictable performance of a WSN, the network topology and
data flows must be bounded. To provide closed-form recurrent expressions
for computing the worst-case performance bounds in a WSN, the network
topology and data load must be balanced. The unbalanced cluster-tree WSN
with unbalanced data flows requires specific and complex analysis, i.e. the
worst-case performance bounds must be computed separately for each data
flow and each subtree. The unbalanced network case has been analyzed
in [60]. However, the approach is too complex to be effectively used in
practice, and derived results do not provide a direct solution.

5.4.1 Cluster-tree topology model

Like in Chapter 4, for achieving predictable resource guarantees, the cluster-
tree is considered as a logical topology of WSNs. The cluster-tree topology
model has been defined in Section 4.3.1. In this chapter, the routers and end-
nodes are referred to as Rij (i.e the jth router at depth i) and N , respectively.
The routers and end-nodes having sensing capabilities are generally referred
to as sensor nodes. The depth of a node is defined as the number of logical
hops from that node to the root. Note that the root is at depth zero and, by
convention, trees grow down.

This section aims at specifying the worst-case cluster-tree topology which
contains the maximum number of nodes in the network, i.e. the network
topology configuration that leads to the worst-case performance. In the
worst-case, when the maximum depth is reached, and all routers have the
maximum number of associated child end-nodes and routers, the topology
will be balanced (regular). However, a particular WSN can have unbalanced
or even dynamically changing cluster-tree topology, but it can never exceed
the worst-case topology, in terms of maximum depth and number of child
routers/end-nodes. The irregularities in a particular topology introduce
some pessimism to the analysis. On the other hand, given any network
deployment several cluster-tree logical topologies can be found. Depending on
the application, the system designer should select the most regular topology
in design time to reduce the pessimism of the worst-case results.
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The worst-case cluster-tree topology is defined by the following three
parameters (derived from the ZigBee [10] specification):

NMAX
end−node Maximum number of end-nodes that can be associated to

a router and have been allocated resource guarantees (e.g.
time slots or bandwidth).

NMAX
router Maximum number of child routers that can be associated to

a parent router and have been allocated resource guarantees.

H Height of the tree, i.e. the maximum number of logical hops
for a message from the deepest router to reach the root
(including the root as a final hop). A network with only
a root has a height of zero, and the maximum depth of an
end-node is H + 1.

Note that a cluster-tree WSN may contain additional nodes per router
than those defined by NMAX

router and NMAX
end−node parameters. However, these

additional nodes cannot be granted guaranteed resources.
Data gathering (all-to-one) and data dissemination (one-to-all) are two

fundamental traffic patterns in WSNs [67]. This chapter only assumes the
former, so called convergecast, where the sink gathers sensory data from
all sensor nodes. The sink is considered as an autonomous and topology-
independent static or mobile entity. The mobile behaviour means that a
sink moves arbitrarily within a cluster-tree WSN and can be associated to
any router within communication range. The router to which the sink is
associated in a given moment is referred to as sink router. There can be
more than one mobile sink in a WSN, but only one is active (i.e. gathers the
sensory data) at a given time. Hence, another parameter, Hsink ∈ (0, H),
is specified to represent the maximum depth of the sink router in a cluster-
tree topology, at a given moment. Note that the sink can be also statically
attached to the root, i.e. Hsink = 0. In this case, the network contains only
data links in upstream direction (i.e. from child nodes to the parent router)
as was presented in [68].

The terminology and conventions are illustrated in Figure 5.3, corre-
sponding to the worst-case configuration where H = 2, NMAX

end−node = 3,
NMAX

router = 2, and Hsink = 2. The open arrows depict the data links in
upstream or downstream direction.
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Figure 5.3: The worst-case cluster-tree topology model corresponding to a
configuration where NMAX

end−node = 3, NMAX
router = 2, Hsink = 2, and H = 2.

5.4.2 Data flow model

This chapter assumes that all data traffic is routed to the sink router without
any in-network processing on the way. In the worst-case, all sensor nodes are
assumed to contribute equally to the network load, sensing and transmitting
sensory data upper bounded by the affine arrival curve αdata = bdata +rdata · t
(Figure 5.4), where bdata is the burst tolerance and rdata is the average data
rate. The affine arrival curve can represent any type of traffic, assuming that
it can be bounded. It can represent a periodic or aperiodic traffic [69], or
any other random traffic (VBR traffic). This is the main reason for using
this simple but effective and general arrival curve model: to be independent
of any specific pattern/distribution of traffic.

In case of different sensory data traffic, αdata is considered to represent
the upper bound of the highest sensory data traffic among all sensor nodes
in the network. The analysis will lead to some pessimism if the variance
between the highest sensory data traffic and the others is high, i.e. the
pessimism increases with the variance. However, in many WSN applications
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Figure 5.4: General data flow model with corresponding arrival and service curves.

the variance between the sensory data is likely to be small, since the sensing
events are commonly reported by similar data types (e.g. single-precision
floating-point number which occupies 32 bit).

Note that the data flows requiring real-time guarantees are only consid-
ered in the analysis. Other best-effort flows are also supposed to exist.

Each end-node is granted a service guarantee from its parent router
corresponding to the rate-latency service curve βend−node = Rend−node · (t −
Tend−node)+ (Figure 5.4), where Rend−node ≥ rdata is the guaranteed link
bandwidth and Tend−node is the maximum latency of the service. The same
service curve is provided to all end-nodes by their parent routers. Applying
Eq. (5.9) to a flow constrained by the arrival curve αdata(t) and that is
granted a service curve βend−node leads to the output bound α∗data, which
upper bounds the outgoing data from any end-node. It results that:

α∗data = αdata + rdata · Tend−node (5.11)

On the other hand, the amount of bandwidth allocated by each router
depends on the cumulative amount of data at its inputs, which increases
towards the sink. Thus, the total input function R(t) of each router depends
on the depth, and consists of the sum of the output functions R∗(t) of its
end-nodes and child routers. Additionally, the router itself can be equipped
with sensing capability producing a sensory data traffic bounded by αdata.
Thus, in general case, the arrival curve constraining the total input function
R(t) of a router at a depth i is expressed as (Figure 5.4):

ᾱi = αdata +NMAX
end−node · α∗data +NMAX

router · α∗i+1 (5.12)
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This result can then be used in Eq. (5.9). The outgoing data of a router
at depth i, that receives guaranteed service curve βi−1, is constrained by the
output bound as follows:

α∗i = ᾱi � βi−1 (5.13)

Hence, the data flow analysis consists in the computation of the arrival
curves ᾱi and output bounds α∗i , using iteratively Eqs. (5.12) and (5.13), from
the deepest routers until reaching the sink router. After that, the resource
requirements of each router, in terms of buffer requirement Qi and bandwidth
requirement Ri, and the worst-case end-to-end delay bounds are computed.

In cluster-tree WSNs, where the sink can be associated to any router, data
may flow in the upstream and downstream directions. In the upstream case,
data is sent from the child nodes to its parent router (so called upstream
direction), and the parent router must reserve enough bandwidth for the
outgoing data of its child nodes. On the contrary, in the downstream case,
data is sent from a parent router to its child router (so called downstream
direction), and the parent router must reserve enough bandwidth for its
own outgoing data. Note that if the sink is associated to the root, i.e.
Hsink = 0, all data flows only in upstream direction. In what follows, the
upstream and downstream directions are marked by the subscripts U and D,
respectively (e.g. α∗iU , ᾱiD). Each router at depth i provides two types of
service curves (i.e. βiU for data in the upstream direction and βiD for data
in the downstream direction) to its child routers at depth i + 1, which are
expressed as:

βiU = RiU · (t− TiU )+ βiD = RiD · (t− TiD)+ (5.14)

where Ri is the guaranteed link bandwidth, and Ti is the maximum latency
that a data must wait for a service. To ensure the balanced properties
of the worst-case cluster-tree topology assumed in this methodology, the
same upstream/downstream service curves must be guaranteed to all up-
stream/downstream data at a given depth. The balanced properties means
that the worst-case cluster-topology and worst-case data flows are balanced
such that the upstream/downstream routers in a given depth allocate and use
the same resources. Note that the routers forwarding data in the upstream
direction are referred to as upstream routers (e.g. R12 orR23 in the example in
Figure 5.3) whereas the routers forwarding data in the downstream direction
are referred to as downstream routers (e.g. R01 or R11). In the same way,
the data links between nodes are referred to as upstream or downstream.
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5.4.3 Time Division Cluster Schedule

To avoid collisions between clusters, it is mandatory to schedule the clusters’
active portions in an ordered sequence that is called Time Division Cluster
Schedule (TDCS) (Section 4.4). In case of single collision domain, the TDCS
must be non-overlapping, i.e. only one cluster can be active at any time.
Hence, the period of TDCS is given by the number of clusters and the length
of their active portions. On the contrary, in a network with multiple collision
domains, the clusters from different non-overlapping collision domains may
be active at the same time. It is easy to see that the period of overlapping
TDCS is shorter (some active portions can run simultaneously) than the
period of non-overlapping TDCS. Hence, the non-overlapping TDCS provides
the worst-case performance bounds, which are the objective of this chapter.
Note that the non-overlapping TDCS can be more pessimistic in networks
with multiple collision domains.

The TDCS significantly affects the resource requirements and delay
bounds in cluster-tree WSNs. The number of feasible non-overlapping TDCSs
in a network with n routers is equal to the number of permutations given by
n factorial (n!). Note that for each data flow originated in a given node, there
is a corresponding best-case/worst-case TDCS that minimizes/maximizes the
end-to-end delay of that flow, respectively. Thus, it is impossible to determine
a general best-case or worst-case TDCS meeting the requirements of all data
flows. On one hand, the best-case TDCS of a data flow originated in a node
x comprises the consecutive sequence of active portions corresponding to the
ordered sequence of the clusters traversed along the routing path from x to
the sink. On the other hand, the worst-case TDCS (WC-TDCS) comprises
the same ordered sequence of active portions, but in the reverse order, which
means starting from the sink backward to the node x. The active portions
of other clusters, which are not on the routing path, are appended before or
after the previously formed sequence in arbitrary order such that a complete
WC-TDCS for a given flow is produced. Using the proposed methodology
based on the balanced properties of cluster-tree topology model (i.e. balanced
topology with balanced load), the WSN resources are dimensioned for non-
overlapping WC-TDCS of a data flow originated in the end-node that is
farthest from the sink (i.e. a flow along the longest routing path in a WSN).
Within a period of WC-TDCS the messages belonging to this data flow go
only one hop forward. Note that for a particular cluster-tree WSN, the
overlapping or non-overlapping application-specific TDCS, which achieves
better performance bounds than WC-TDCS, can be found. However, the
interest is in the worst-case performance bounds of general WSNs such that
non-overlapping WC-TDCS is the objective.
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Let us consider the example in Figure 5.3, where an end-node of router
R24 sends sensory data to the sink (that is associated to router R21), i.e. a
data flow along the longest routing path in the WSN. The non-overlapping
best-case TDCS for this flow comprises the continuous sequence of active
portions of clusters 24, 12, 01 and 11. On the contrary, the WC-TDCS
comprises the same sequence but in the reverse order, i.e. active portions of
clusters 11, 01, 12 and 24. The active portions of other clusters (i.e. clusters
21, 22 and 23) are appended in arbitrary order such that the complete WC-
TDCS is the sequence of active portions of clusters 22, 11, 01, 12, 24, 21
and 23, for example.

To reduce the resource requirements of the routers, the priority rule has
been introduced in Section 4.4.1. Using this rule, the end-to-end delay of a
data flow can be reduced by one period of TDCS at a router which handles
the links in both directions for a given data flow.

5.5 Data flow analysis

This section serves as a basic building block for Section 5.6. Recurrent
equations of the incoming or outgoing data in upstream or downstream
direction as a function of the router’s depth are derived, considering the
general cluster-tree topology model presented in Section 5.4. It is assumed
that the end-nodes have sensing capabilities, but the sensing capabilities of
the routers are optional. Therefore, a binary variable ω is introduced. The
value of ω is equal to 1 if routers have sensing capabilities; otherwise ω is
equal to 0.

5.5.1 Upstream direction

First, the arrival curves of the incoming data in upstream direction ᾱiU

and the upper bounds of the outgoing data in upstream direction α∗iU are
evaluated depth by depth, using the Network Calculus methodology, starting
from depth H (i.e. the deepest routers). These derivations are based on the
work [68]. The analysis considers the general queuing model for the upstream
direction as illustrated in Figure 5.5.

Analysis of depth H+1

At depth H + 1, there is no router, there are only end-nodes generated
sensory data constrained by the arrival curve αdata. A parent router at depth
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Figure 5.5: The queuing system model for the upstream direction.

H guarantees the service curve βend−node to each of its end-nodes. Thus,
according to Eq. (5.11) the outgoing data of each end-node is constrained by
the output bound α∗data.

Analysis of depth H

At depth H, the total incoming data of each router comprises the sum of
the outgoing data of its NMAX

end−node end-nodes and, optionally, its own sensory
data constrained by αdata. Thus, the arrival curve constraining the total
incoming data is expressed as:

ᾱH = ω · αdata +NMAX
end−node · α∗data (5.15)

As a result, applying Eq. (5.11) will lead to:

ᾱH =
(
NMAX

end−node + ω
)
· αdata +NMAX

end−node · rdata · Tend−node (5.16)

where r̄H =
(
NMAX

end−node+ω
)
·rdata is the resulting aggregate arrival rate of the

incoming data, and b̄H =
(
NMAX

end−node +ω
)
· bdata +NMAX

end−node · rdata ·Tend−node

is the burst tolerance. Note that ᾱH corresponds to the first two terms of
the arrival curve (Eq. (5.12)) constraining the total incoming data ᾱi. These
two terms are constant for upstream and downstream flows at each depth,
hence ᾱH is used without any directional subscripts (i.e. U or D).
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The total incoming data upper bounded by ᾱH is forwarded by a router at
depth H to its parent router at depth H−1. This parent router guarantees a
service curve β(H−1)U = R(H−1)U ·

(
t−T(H−1)U

)+ to its child routers. Hence,
according to Eq. (5.13), the output bound constraining the outgoing data
from a router at depth H is then expressed as α∗(H)U = ᾱH � β(H−1)U . As a
result, applying Eq. (5.9) will lead to:

α∗(H)U = ᾱH + σ(H−1) (5.17)

where σ(H−1) = r̄H · T(H−1)U .

Analysis of depth H–1

The total incoming data of a router at depth H − 1 comprises the outgoing
data of its child router in addition to the data of its child end-nodes, and its
own (optional) sensory data. Thus, the arrival curve constraining the total
incoming data is expressed as ᾱ(H−1)U =

(
ω · αdata + NMAX

end−node · α∗data

)
+

NMAX
router · α∗(H)U . As a result, using Eqs. (5.15) and (5.17) will lead to:

ᾱ(H−1)U =
(
NMAX

router + 1
)
· ᾱH +NMAX

router · σ(H−1) (5.18)

The total incoming data upper bounded by ᾱ(H−1)U is forwarded by a
router at depth H−1 to its parent routers at depth H−2. This parent router
guarantees a service curve β(H−2)U to its child routers. Hence, according to
Eq. (5.13), the output bound constraining the outgoing data from a router
at depth H − 1 is then expressed as α∗(H−1)U = ᾱ(H−1)U � β(H−2)U . As a
result, applying Eqs. (5.3) and (5.18) will lead to:

α∗(H−1)U =
(
NMAX

router + 1
)
· ᾱH +NMAX

router · σ(H−1) + σ(H−2) (5.19)

where σ(H−2) =
(
NMAX

router + 1
)
· r̄H · T(H−2)U .

Analysis of depth H–2

Similarly to the previous case, the arrival curve constraining the total
incoming data of a router at depth H − 2 is expressed as:

ᾱ(H−2)U =


(
(NMAX

router)2 +NMAX
router + 1

)
· ᾱH+

(NMAX
router)2 · σ(H−1) +NMAX

router · σ(H−2)

 (5.20)
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The outgoing data forwarded from a router at depth H − 2 to its parent
router at depth H − 3, providing a service curve β(H−3)U , is constraining by
the output bound:

α∗(H−2)U = ᾱ(H−2)U + σ(H−3) (5.21)

where σ(H−3) =
(
(NMAX

router)2 +NMAX
router + 1

)
· r̄H · T(H−3)U .

Analysis of general depth i

By recurrence, it can be easily proved that the arrival curve, constraining the
total incoming data in upstream direction of each router at a given depth i,
is expressed as follows:

ᾱiU =
H−i∑
j=0

(NMAX
router)j · ᾱH +

H−i∑
j=1

(
(NMAX

router)j · σi+j−1
)

(5.22)

for ∀i, 0 ≤ i ≤ H, where σn =
∑H−(n+1)

k=0 (NMAX
router)k · r̄H · TnU .

The output bound constraining the outgoing data in upstream direction
from each child router at depth i, receiving a service curve β(i−1) from a
parent router at depth i− 1, is expressed as:

α∗iU = ᾱiU + σi−1 =
H−i∑
j=0

(NMAX
router)j · ᾱH +

H−i∑
j=0

(
(NMAX

router)j · σi+j−1
)

(5.23)

for ∀i, 0 < i ≤ H.

5.5.2 Downstream direction

In this section, the arrival curves of the incoming data in downstream
direction ᾱiD and the upper bounds of the outgoing data in downstream
direction α∗iD is evaluated depth by depth, using the Network Calculus
methodology, starting from depth 0 (i.e. the root). The analysis considers the
general queuing model for downstream direction as illustrated in Figure 5.6.

Analysis of depth 0

At depth 0, there is only one router, the root, and its total incoming data
comprises the sum of the outgoing data of its end-nodes, the sum of the



5.5 Data flow analysis 91

Figure 5.6: The queuing system model for downstream direction.

outgoing data in upstream direction of its (NMAX
router − 1) child routers, and,

optionally, its own sensory data constrained by αdata. Thus, the arrival curve
constraining the total incoming data is expressed as ᾱ0D = ᾱH +

(
NMAX

router −
1
)
· α∗1U . As a result, applying Eq. (5.23) will lead to:

ᾱ0D = (NMAX
router)H · ᾱH +

(
NMAX

router − 1
)
· δ0 (5.24)

where δ0 =
∑H−1

j=0

(
(NMAX

router)j · σj
)
.

The total incoming data upper bounded by ᾱ0D is forwarded by the root
to one of its child routers in the sub-tree where the sink is associated. The
root guarantees a service curve β0D = R0D · (t − T0D)+ to this child router
at depth 1. According to Eq. (5.3), the outgoing data forwarded from the
root at depth 0 to a child router at depth 1 is then constrained by the output
bound:

α∗0D = ᾱ0D � β0D = ᾱ0D + τ0 (5.25)

where τ0 = (NMAX
router)H · r̄H · T0D.

Analysis of depth 1

The total incoming data of a router at depth 1 comprises the outgoing data
of its parent router (i.e. the root, at depth 0) in addition to the outgoing
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data of its child end-nodes/routers, and, optionally, its own sensory data
constrained by αdata. Thus, the arrival curve constraining the total incoming
data is expressed as ᾱ1D = ᾱH +

(
NMAX

router − 1
)
· α∗2U + α∗0D. As a result,

applying Eqs. (5.23) and (5.25) will lead to:

ᾱ1D =


(
(NMAX

router)H + (NMAX
router)H−1

)
· ᾱH+(

NMAX
router − 1

)
·
(
δ0 + δ1

)
+ τ0

 (5.26)

where δ1 =
∑H−2

j=0

(
(NMAX

router)j · σj+1
)
.

The total incoming data upper bounded by ᾱ1D is forwarded by the
router at depth 1 to one of its child routers in the sub-tree where the
sink is associated. The parent router guarantees a service curve β1D =
R1D · (t − T1D)+ to this child router at depth 2. According to Eq. (5.3),
the outgoing data forwarded from the router at depth 1 to a child router at
depth 2 is constrained by the output bound:

α∗1D = ᾱ1D � β1D = ᾱ1D + τ1 (5.27)

where τ1 =
(
(NMAX

router)H + (NMAX
router)H−1

)
· r̄H · T1D.

Analysis of depth 2

Similar to the previous case, the arrival curve constraining the total incoming
data of the router at depth 2 is expressed as ᾱ2D = ᾱH +

(
NMAX

router−1
)
·α∗3U +

α∗1D. As a result, applying Eqs. (5.23) and (5.27) will lead to:

ᾱ2D =


(
(NMAX

router)H + (NMAX
router)H−1 + (NMAX

router)H−2
)
· ᾱH+(

NMAX
router−

)
·
(
δ0 + δ1 + δ2

)
+ τ0 + τ1

 (5.28)

where δ2 =
∑H−3

j=0

(
(NMAX

router)j · σj+2
)
.

The outgoing data from the router at depth 2, guaranteeing a service
curve β2D = R2D · (t− T2D)+, to a child router at depth 3 is upper bounded
by the output bound:

α∗2D = ᾱ2D � β2D = ᾱ2D + τ2 (5.29)

where τ2 =
(
(NMAX

router)H + (NMAX
router)H−1 + (NMAX

router)H−2
)
· r̄H · T2D.
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Analysis of general depth i

By recurrence, the analysis is generalized for a general depth i. The arrival
curve constraining the total incoming data in downstream direction of a
router at a given depth i, for i = 0, , (Hsink-1), is then expressed as:

ᾱiD =
i∑

j=0

(NMAX
router)H−j · ᾱH +

(
NMAX

router − 1
)
·

i∑
j=0

δj +
i−1∑
j=0

τj (5.30)

for ∀i, 0 ≤ i ≤ H, where

δn =
H−(n+1)∑

k=0

(
(NMAX

router)k · σk+n

)

σn =
H−(n+1)∑

k=0

(NMAX
router)k · r̄H · TnU

τn =
n∑

k=0

(NMAX
router)H−k · r̄H · TnD

The upper bound of the outgoing data in downstream direction from a
parent router at depth i, guaranteeing a service curve βiD, towards its child
router at depth i+ 1 is expressed as:

α∗iD = ᾱiD + τi =
i∑

j=0

(NMAX
router)H−j · ᾱH +

(
NMAX

router − 1
)
·

i∑
j=0

δj +
i∑

j=0

τj
(5.31)

for ∀i, 0 ≤ i < Hsink.
Note that the sink can be associated to the router at a depth lower than

the height of the cluster-tree, i.e. Hsink < H (Figure 5.7a) or equal to the
height of the cluster-tree, i.e. Hsink = H (Figure 5.7b).

For Hsink < H, the arrival curve constraining the total incoming data is
expressed as:

ᾱ(Hsink)D = ᾱH +NMAX
router · α∗(Hsink+1)U + α∗(Hsink−1)D (5.32)
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(a) Hsink = 1 < H (depth=1) (b) Hsink = 2 = H (depth=2)

Figure 5.7: The locations of a sink router and correspondent data flows.

On the other hand, if Hsink = H, the arrival curve constraining the total
incoming data is expressed as:

ᾱ(Hsink)D = ᾱH + α∗(Hsink−1)D (5.33)

5.6 Worst-case network dimensioning

Supporting time-sensitive WSN applications implies to predict and guarantee
bounded (worst-case) end-to-end communication delays. To ensure bounded
end-to-end delays and to avoid buffer overflow, network resources must be
known in advance, and dimensioned along the path from a source to a sink.
In this section, the upper bounds on bandwidth and buffer requirements, and
per-hop and end-to-end delays for both upstream and downstream directions
are derived.

5.6.1 Per-router resources analysis

The aim is at specifying the minimum bandwidth of each upstream and
downstream data links and the minimum buffer size at each router needed
to store the bulk of data incoming through the router’s inputs.
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Bandwidth requirements

Consider a parent router at depth i providing a service curve βiU or βiD to its
child routers at depth i+1 in upstream or downstream direction, respectively
(see Figure 5.3).

In the upstream case, the outgoing data of a child router at depth i +
1 is constrained by the output bound α∗(i+1)U and dispatched through the
upstream link to its parent router at depth i. Thus, to ensure a bounded
delay, the guaranteed amount of bandwidth RiU must be greater than or
equal to the outgoing data rate r∗(i+1)U . As a result, applying Eqs. (5.16)
and (5.23) will lead to:

RiU ≥ r∗(i+1)U = r̄(i+1)U =
H−(i+1)∑

j=0

(NMAX
router)j · r̄H =

ΩiU (H,NMAX
router) ·

(
NMAX

end−node + ω
)
· rdata

(5.34)

for ∀i, 0 ≤ i < H.
The ΩiU (H,NMAX

router) is called the upstream bandwidth increase factor at
a given depth i. This factor increases with the depth and NMAX

router, and it
represents the ratio of the additional bandwidth that a router, at a depth
i, must guarantee to each of its child routers in the upstream direction as
compared to the bandwidth required by a router at depth H.

In the downstream case, the total incoming data of the parent router
at depth i is constrained by the arrival curve ᾱiD and dispatched through
a downstream link to its child router. Thus, to ensure a bounded delay,
the guaranteed amount of bandwidth RiD must be greater than or equal to
the arrival rate of total input flow r̄iD. As a result, applying Eqs. (5.16)
and (5.30) will lead to:

RiD ≥ r̄iD = r∗iD =
i∑

j=0

(NMAX
router)H−j · r̄H =

ΩiD(H,NMAX
router) ·

(
NMAX

end−node + ω
)
· rdata

(5.35)

for ∀i, 0 ≤ i < Hsink.
Similarly to the previous case, the ΩiD(H,NMAX

router) is called the down-
stream bandwidth increase factor at a given depth i. This factor represents
the ratio of the additional bandwidth that a router, at depth i, must
guarantee to its child router in downstream direction as compared to the
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(a) Total number of routers as a function of
the height of the tree H and NMAX

router.
(b) Feasible region for the total number of
routers NTOTAL

router = 102.

Figure 5.8: Total number of routers, i.e. downstream bandwidth increase factor at
depth H (logarithmic scale).

bandwidth required by a router at the depth H. Note that it is possible
to determine the total number of routers in a cluster-tree WSN using the
downstream bandwidth increase factor by having i = H, which is expressed
as:

ΩHD(H,NMAX
router) = NTOTAL

router =
H∑

j=0

(NMAX
router)H−j (5.36)

Figure 5.8a presents the variation of the total number of routers NTOTAL
router

(i.e. the downstream bandwidth increase factor at depth H) as a function of
the height of the tree H and the maximum number of child routers NMAX

router.
It can be observed that if NMAX

router is high (e.g. equal to 5) the impact of the
height H on the total number of routers is very significant. Depending on the
total number of routers allowed when dimensioning the WSN, high values of
the NMAX

router parameter can be tolerated if the maximum height of the tree is
limited. For instance, if the cluster-tree WSN cannot tolerate more than 102

routers (see Figure 5.8b) all points in the X, Y, Z axis located below the plan
defined by Z = 102 are potential solutions to determine the pair (H,NMAX

router).
For example, with this constraint, the height of the tree cannot exceed 2 if
NMAX

router = 5 or NMAX
router = 6, while it can be set to 5 if NMAX

router = 2.

Buffer requirements

At each router, the incoming data must be stored in a buffer before it is
dispatched. To avoid buffer overflow, in the upstream case, the buffer of
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an upstream router at depth i must be able to store all incoming data,
constrained by the arrival curve ᾱiU , until it is dispatched through the
upstream link to the parent router at depth i − 1. The required buffer size
QiU of an upstream router at depth i must be at least equal to the burst
tolerance b∗iU of the output bound α∗iU (see Figure 5.2). Hence, applying
Eq. (5.23) will lead to:

QiU = b∗iU = b∗ burst
iU + b∗ latency

iU =
H−i∑
j=0

(NMAX
router)j · b̄H +

H−i∑
j=0

(
(NMAX

router)j · σi+j−1
) (5.37)

for ∀i, 0 ≤ i ≤ H.
Observe that the upstream buffer requirement is the sum of two terms.

The first term is the sum of burst tolerances of the sensory data bdata of all
sensor nodes inside all sub-trees of a given router. The second term represents
the cumulative effect of the service latency at each depth for upstream data.

In the downstream case, the buffer of a downstream router at depth i
must be able to store all incoming data, constrained by the arrival curve
ᾱiD, until it is dispatched through the downstream link to a child router at
depth i+ 1. The required buffer size QiD of the downstream router at depth
i must be at least equal to the burst tolerance b∗iD of the output bound α∗iD
(see Figure 5.2). Hence, using Eq. (5.31) will lead to:

QiD = b∗iD = b∗ burst
iD + b∗ latencyU

iD + b∗ latencyD
iD =

i∑
j=0

(NMAX
router)H−j · b̄H +

(
NMAX

router − 1
)
·

i∑
j=0

δj +
i∑

j=0

τj
(5.38)

for ∀i, 0 ≤ i < Hsink.
Observe that the buffer requirement is the sum of three terms. Similarly

to the upstream case, the first term is related to the burst tolerance bdata, and
the second term is related to the cumulative effect of the service latencies of
upstream data. The third term represents the cumulative effect of the service
latency at each depth for downstream data. In case of a sink router at depth
Hsink, the buffer requirement must be greater than or equal to the burst
tolerance b̄(Hsink)D of total incoming data ᾱ(Hsink)D given by Eq. (5.32) or
Eq. (5.33).
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5.6.2 End-to-end delay analysis

The worst-case end-to-end delay is the delay bound of a data flow router along
the longest path in the network. It can be computed using two approaches,
as follows.

Per-hop end-to-end delay

The first approach consists in computing the per-hop delay bounds of the
aggregate flows, and then deducing the end-to-end delay bound as the sum
of per-hop delays. In the upstream case, according to Eq. (5.8) the delay
bound between a child router at depth i and its parent router at depth
i− 1 guaranteeing service curve β(i−1)U is expressed as DiU = b̄iU/R(i−1)U +
T(i−1)U . On the other hand, in the downstream case, the delay bound between
a parent router at depth i, which guarantees service curve βiD to its total
incoming data constrained by arrival curve ᾱiD, and its child router at depth
i+ 1 is expressed as DiD = b̄iD/RiD +TiD. Hence, the worst-case end-to-end
delay is the sum of all per-hop delay bounds along the longest routing path,
as follows:

De2e = Dend−node +
H∑

i=1

DiU +
Hsink−1∑

i=0

DiD (5.39)

where Dend−node = bdata/Rend−node + Tend−node is the delay bound between
an end-node and its parent router.

This approach is a bit pessimistic, since the delay bound at each router
is computed for the aggregation of all incoming flows. Tighter end-to-end
delay bounds can be computed for individual flows, as described next.

Per-flow end-to-end delay

The idea of this approach is to derive the service curves guaranteed to a
particular individual flow f by the routers along the path, using the aggregate
scheduling theorem in Eq. (5.10), and then deduce the network-wide service
curve for flow f based on the concatenation theorem. Finally, according to
Eq. (5.8), the end-to-end delay bound of a given flow f is computed using
the network-wide service curve applied to the arrival curve of the incoming
flow. The worst-case end-to-end delay is equal to the delay bound of a data
flow along the longest routing path in the network. This technique has been
used in [59].
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Consider a consecutive sequence of routers along the longest routing path
(e.g. from an end-node of router R24 to the sink router R21 in Figure 5.3).
The per-flow approach to the worst-case end-to-end delay is based on the
following algorithm.

1. Start from the sink router. If Hsink = 0 then the index variable last = 0
and the network-wide service curve βw = βlastU ; else (i.e. 1 ≤ Hsink <
H) last = Hsink − 1, βw = βlastD, and go to step 4.

2. The service curve βw is guaranteed to the aggregate of incoming
upstream flows of an upstream router at depth last+1 (i.e. NMAX

router flows
from child routers at depth last + 2, NMAX

end−node flows from end-nodes,
and optional own sensory data). Using the aggregate scheduling in
Eq. (5.10), the equivalent service curve βeq is computed for the outgoing
flow of a router at depth last+ 2 upper bounded by α∗(last+2)U .

3. Using the concatenation theorem in Eq. (5.5), replace βw = βeq ⊗
β(last+1)U since the concatenation is also service curve for the outgoing
flow of a router at depth last + 2. The length of the router’s tandem
is then reduced by one. Increase the variable last = last+ 1. If last =
H − 1, then go to step 7; else go to step 2.

4. The service curve βw is guaranteed to the aggregate of incoming
upstream/downstream flows of the downstream router at depth last.
Using the aggregate scheduling in Eq. (5.10), the equivalent service
curve βeq is computed for the incoming downstream flow of the
downstream router upper bounded by α∗(last−1)D.

5. Using the concatenation theorem in Eq. (5.5), replace βw = βeq ⊗
β(last−1)D since the concatenation is also service curve guaranteed to the
outgoing downstream flow of the downstream router at depth last− 1.
The length of the router’s tandem is then reduced by one. Decrease
the variable last = last − 1. If last = 0, then go to step 6; else go to
step 4.

6. The service curve βw is guaranteed to the aggregate of incoming
upstream flows of the root. Using the aggregate scheduling in
Eq. (5.10), the equivalent service curve βeq is computed for the outgoing
flow of an upstream router at depth last + 1 upper bounded by
α∗(last+1)U . Then, using the concatenation theorem in Eq. (5.5), replace
βw = βeq ⊗ βlastU since the concatenation is also service curve for the
outgoing upstream flow of an upstream router at depth last+ 1. Go to
step 2.



100 Chapter 5 Dimensioning and worst-case analysis of cluster-tree WSNs

7. Using the aggregate scheduling in Eq. (5.10), the equivalent service
curve βeq is computed for the outgoing flow of an end-node at depth
H+1 upper bounded by α∗data. Then, using the concatenation theorem
in Eq. (5.5), the network-wide service curve βw = βeq ⊗ βend−node

guaranteed to the individual sensory data constrained by arrival curve
αdata is computed.

8. Compute the end-to-end delay bound, Eq. (5.8), using the network-
wide service βw applied to the arrival curve αdata upper bounding a
sensory data.

Section 5.8.3 experimentally proves that this latter approach provides
tighter delay bounds than the former per-hop approach.

5.7 Application to IEEE 802.15.4/ZigBee

So far, the general methodology for providing timing and buffer guarantees
in cluster-tree WSNs with mobile sink behaviour independently of any
specific communication protocol has been analysed. This section shows how
to apply the aforementioned general methodology to the specific case of
IEEE 802.15.4/ZigBee cluster-tree WSNs. The IEEE 802.15.4/ZigBee [9,10]
protocols stand as the leading communication technologies for WSNs and
have been briefly introduced in Chapter 2.1.

The general cluster-tree topology (Section 5.4.1) can be represented by the
particular ZigBee cluster-tree topology where ZigBee coordinator corresponds
to the root, ZigBee router to the router and ZigBee end device to the end-
node. The beacon-enabled mode is considered, since it supports cluster-tree
topology and enables the provision of guaranteed bandwidth through the
Guaranteed Time Slot (GTS) mechanism. Each GTS can be used to transfer
time-sensitive data either in transmit direction, i.e. from child node to its
parent router (upstream data link), or receive direction, i.e. from parent
router to its child node (downstream data link). There can be allocated
a maximum of 7 GTSs in each superframe. Hence, using this explicit
GTS allocation, the maximum numbers of child routers and end-nodes (that
require guaranteed bandwidth) associated to each router are constrained as
follows NMAX

router+NMAX
end−node ≤ 7. According to the IEEE 802.15.4 [9] standard,

all clusters have the same duty-cycle. Hence, the WC-TDCS is given by the
non-overlapping sequence of equally sized SDs, and the period of WC-TDCS
is equal to BI.
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5.7.1 Guaranteed bandwidth of a GTS

Each GTS includes effective data transmission and overheads (i.e. inter-
frame spacing (IFS) and eventual acknowledgement and retransmissions; see
Section 2.3). In practice, most WSN applications are likely to use frames
that are smaller than the maximum allowed size of a MAC frame (MPDU),
which is equal to aMaxPHYPacketSize (1016 bits) [9]. Thus, in order to
achieve more accurate results the parameter MPDUmax representing the
user-defined maximum size of MAC frames is introduced.

Next, the expression for the effective bandwidth guaranteed by one time
slot, which is related to the worst-case data transmission, is derived. The
worst-case time required for the overall successful transmission of a frame
(i.e. the last retransmission succeeded - see Figure 5.9) is then expressed as:

Tframe =

(macMaxFrameRetries · Ω + 1)·

(frm size/rate+ ack · Ω) + IFS

 (5.40)

where frm size is the user-defined maximum size of transmitted frame
including the data payload, MAC and PHY headers (i.e. PPDU), rate is
the data rate (assuming 250 kbps), IFS is equal to SIFS or LIFS depending
on the MPDUmax, ack stands for macAckWaitDuration, Ω = 1 for an
acknowledged transmission or Ω = 0 for an unacknowledged transmission.

The worst-case number of frames with user-defined maximum size that
can be transmitted during one time slot is expressed as:

Nframe =

⌊
TS

Tframe

⌋
(5.41)

where TS is the duration of a time slot and is equal to SD/16. In
the remaining time (i.e. TS − Nframe · Tframe) , a MAC frame smaller
than MPDUmax can only be transmitted if the whole transmission can be
completed before the end of the GTS. The size of the last frame (PPDU),
which can be transmitted within a given GTS, is then expressed as:

last frm size =
(
TS −Nframe · Tframe − IFS
macMaxFrameRetries+ 1

− ack · Ω
)
· rate (5.42)

If the size of the last frame is smaller than the minimum size of frame,
PPDUmin, then last frm size = 0.
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Figure 5.9: The worst-case time required for an overall successful transmission of
frame1 (macMaxFrameRetries = 2).

Finally, assuming a full duty-cycle (i.e. SO = BO) the bandwidth
guaranteed by one GTS time slot in a given superframe is expressed as:

R100%
TS =

Nframe · frm size+ last frm size

SD
(5.43)

5.7.2 Characterization of the service curve

Each parent router must reserve a GTS with enough time slots for each of
its child nodes. For upstream data links, the resulting bandwidth of GTS,
guaranteed by a parent router at depth i and given by NTS

iU time slots in
transmit direction, must be greater than or equal to the total incoming arrival
rate r̄(i+1)U of a child node at depth i+ 1. On the contrary, for downstream
data links, a parent router at depth i must reserve a GTS with NTS

iD time slots
in receive direction to its child router at depth i + 1 such that the resulting
link bandwidth is greater than or equal to its total incoming arrival rate r̄iD.
It results that:

NTS
iU =

⌈
r̄(i+1)U

RTS

⌉
NTS

iD =
⌈
r̄iD
RTS

⌉
NTS

end−node =
⌈
r̄data

RTS

⌉
(5.44)

Note that NTS
end−node is the number of GTS time slots guaranteed to each

end-node by its parent router. Hence, a GTS with NTS
i time slots provides

rate-latency service βRiTi , where Ri = NTS
i ·RTS is the guaranteed bandwidth

and Ti is the maximum latency that the data must wait to be served.
The service latencies Ti depend on the TDCS such that their worst-case

values are achieved for the non-overlapping WC-TDCS (i.e. a TDCS of a
data flow along the longest routing path in a WSN). Since the proposed
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methodology is based on the balanced properties of the cluster-tree topology
model, the same service latency, equal to the worst-case one at a given
depth, is provided to all data links at a given depth in upstream/downstream
direction. Let us consider the example in Figure 5.3, where an end-node of
router R24 sends sensory data to the sink associated to the router R21 (i.e. a
flow along the longest routing path). The corresponding WC-TDCS may be
given by the following sequence of active potions of clusters 11, 01, 12, 24,
23, 21 and 22 (Figure 5.10), for example. The worst-case service latencies
at each depth, except depth 0, are given by the distance between the active
portions of consecutive clusters on the longest routing path to the sink. At
depth 0, the priority rule (Section 4.4.1) is applied. The period of WC-TDCS
is equal to the time which spans between two consecutive active portions of
the same cluster (i.e. BI).

Note that the service latencies of any application-specific or overlapping
TDCS will be equal or shorter than the latencies of non-overlapping WC-
TDCS. In these cases, the worst-case latency at a given depth is equal to the
longest latency in upstream/downstream direction at this depth, which does
not to be equal to the one along the longest routing path in a WSN.

According to Figure 5.10, the worst-case service latency guaranteed to a
flow over an upstream data link at a given depth is expressed as:

– the latency guaranteed by a router to its end-node:

Tend−node = BI−NTS
end−node · TS

– the latency guaranteed by a router at depth i to a child router at depth
i+ 1, for ∀i, 0 < i < H:

TiU = BI− SD−
(
NTS

iU −NTS
(i+1)U

)
· TS

– the latency guaranteed by the router at depth 0 to the child router at
depth 1:

T0U = BI− SD−
(
NTS

0D +
(
NMAX

router − 1
)
·NTS

0U −NTS
1U

)
· TS
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On the other hand, the worst-case service latency guaranteed to a flow
over a downstream data link at a given depth is expressed as:

– the latency guaranteed by a router at depth 0 to the child router at
depth 1 (priority rule, Section 5.4.3):

T0D =
(
NMAX

router − 1
)
·NTS

0U · TS

– the latency guaranteed by a router at depth i to the child router at
depth i+ 1, for ∀i, 0 < i < Hsink:

TiD = BI− SD−
(
NTS

iD −NTS
(i−1)D

)
· TS

5.7.3 IEEE 802.15.4/ZigBee cluster-tree WSN setup

The experimental scenario considers a simple cluster-tree WSN corresponding
to the configuration where H = 2, NMAX

end−node = 1, NMAX
router = 2. For the sake

of simplicity, only end-nodes are equipped with sensing capability (i.e. ω = 0)
and generate sensory data bounded by the arrival curve αdata. The SO is
assumed to be equal to 4, which is the minimum value that is possible to use
without resulting into synchronization problem [70], using open-ZB protocol
stack [71] over TinyOS [72] and MICAz/TelosB motes. This constraint results
from the lack of task prioritization and non-preemptive behaviour of the
TinyOS operating system. According to Eq. (5.36), the total number of
routers is equal to 7. Hence, BO must be set such that at least seven SDs
with SO = 4 can fit inside the BI without overlapping. In general, it results
that:

BI ≥ ΩHD(H,NMAX
router) · SD ⇔

BOmin =
⌈
log2

(
ΩHD(H,NMAX

router) · 2SO)⌉ (5.45)

As a result for SO = 4, the minimum BO is equal to 7, such that a
maximum of 27/24 = 8 SDs can fit in one BI. The maximum duty-cycle of
each cluster is then equal to 2SO/2BO = 1/8 = 12.5%. Note that to maximize
the lifetime of a WSN, the lowest duty-cycles must be chosen (IEEE 802.15.4
supports duty-cycles under 1%). As a result, the inactive portion is extended,
and the nodes may stay in low power mode longer to save energy resources.
On the other hand, low duty-cycles enlarge end-to-end delays. Hence, long
lifetime is in contrast to the fast timing response of a WSN, so a trade-off
must be found. In the example with SO = 4, the follwing duty-cycles can be
achieved: 12.5% (BO = 7), 6.25% (BO = 8), 3.125% (BO = 9), and so on.
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According to [9], the minimum CAP (i.e. aMinCAPLength parameter),
which ensures that commands and best-effort data can still be transferred
when GTSs are being used, is equal to 7.04 ms, assuming the 2.4 GHz
ISM band, which corresponds to 1 time slot with SO = 4. Note that the
CAP requires minimum 8, 4, 2 or 1 time slots with SO = 0, 1, 2 or 3,
respectively. The remaining slots can be allocated for GTSs. Hence, the
maximum CFP length is equal to LCFP = 15 time slots. With this constraint,
a router cannot reserve more than LCFP time slots for 7 GTSs maximum,
i.e. for its NMAX

end−node end-nodes and NMAX
router child routers. Assuming that

each end-node requires allocation of a GTS with NTS
end−node time slots (i.e.

rdata ≤ NTS
end−node · RTS) from its parent router. Then, each child router

can allocate a GTS with the maximum number of time slots equal to⌊
(LCFP −NTS

end−node ·NMAX
end−node)/N

MAX
router

⌋
. According to Eqs. (5.34) and

(5.35), the arrival rate rdata must be limited in order not to exceed the
maximum bandwidth that a parent router can reserve. Obviously, due to
the cumulative flow effect, the maximum bandwidth will be required either
by the child routers of the root, in case the sink is associated to the root (i.e.
Hsink = 0), or by the sink router, in other cases (i.e. 1 ≤ Hsink ≤ H).

Thus, for Hsink = 0, the bandwidth guaranteed by the root to its child
routers at depth 1 is expressed as:

R0 =

⌊
LCFP −NTS

end−node ·NMAX
end−node

NMAX
router

⌋
·RTS

As a result, applying Eq. (5.34) will lead to the maximum arrival rate of
the sensory data:

rMAX
data =

⌊
LCFP −NTS

end−node ·NMAX
end−node

NMAX
router

⌋
·

RTS(∑H−1
j=0 (NMAX

router)j
)
·
(
NMAX

end−node + ω
) (5.46)

for Hsink = 0.
On the other hand, for 1 ≤ Hsink ≤ H, the corresponding link bandwidth

guaranteed by the parent router at depth (Hsink − 1) to the sink router at
depth Hsink is equal to:

R(Hsink−1) =

⌊
LCFP −NTS

end−node ·NMAX
end−node

NMAX
router

⌋
·RTS
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As a result, applying Eq. (5.35) will lead to the maximum arrival rate of
the sensory data:

rMAX
data =

⌊
LCFP −NTS

end−node ·NMAX
end−node

NMAX
router

⌋
·

RTS(∑Hsink−1
j=0 (NMAX

router)H−j
)
·
(
NMAX

end−node + ω
) (5.47)

for ∀Hsink, 1 ≤ Hsink ≤ H.
The average arrival rate rdata of sensory data must be lower than rMAX

data

in any case. The value of burst bdata is selected according to the burstiness
of sensory data.

5.8 Performance evaluation

This section compares the analytical results based on Network Calculus with
the experimental results obtained through the use of IEEE 802.15.4/ZigBee
technologies. The analytical results are computed using a Matlab tool [73],
and the experimental results are obtained using a test-bed based on the
TelosB motes [14].

5.8.1 Network setup

The experimental test-bed (illustrated in Figure 5.11a) consists of 7 clusters
and 14 TelosB motes running the TinyOS 1.x [72] operating system with open
source implementation of the IEEE 802.15.4/ZigBee protocol stack [71]. The
TelosB is a battery-powered wireless module with integrated sensors, IEEE
802.15.4 compliant radio, antenna, low power 16-bit RISC microcontroller,
and programming capability via USB. For debugging purposes, it has been
used the Chipcon CC2420 packet sniffer [74] that provides a raw list of the
transmitted packets, and the Daintree Sensor Network Analyzer (SNA) [75]
that provides additional functionalities, such as displaying the graphical
topology of the network.

Note that, in practice, this experimental deployment could span over a
wider region than the one illustrated in Figure 5.11a, provided that every end-
node and child router is within radio range of its parent router (TelosB radio
range is around several tens meters). Number of end-nodes associated to each
router can also be higher (not all nodes might need guaranteed bandwidth).
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(a) The test-bed deployment for Hsink = 1. (b) The sensory data traffic.

Figure 5.11: The test-bed deployment and sensory data traffic upper bounded by
arrival curve αdata.

The analytical model [73] was developed in Matlab, and can run in
Command Line Interface (CLI) mode or Graphical User Interface (GUI)
mode. On the left hand side of the GUI in Figure 5.12, the network setting
and parameters of sensory data are entered. After the computation, the
results and, optionally, several charts are shown on the right hand side. The
values in Figure 5.12 correspond to the under mentioned network setting and
the results from Section 5.8.3, namely the worst-case end-to-end delays for
Hsink = 0.

The application running on the sensor nodes are configured to generate
5 bytes at the data payload of every message. Hence, the maximum size of
the MAC frame is equal to MPDUmax = 208 bits (i.e. MHR = 72 bits,
MFR = 16 bits, NHR = 64 bits, and Data Payload = 56 bits) assuming
only destination PAN identifier and both source and destination addresses
are present. Note that the maximum size of frame is then equal to 256 bits
(i.e. SHR + PHR + MPDUmax). The minimum size of frame is equal to
PPDUmin = 200 bits (i.e. SHR + PHR = 48 bits, MHR = 72 bits, MFR =
16 bits, NHR = 64 bits). Note that all nodes in the WSN have unique 16-
bit short addresses assigned by the PAN Coordinator during the association
process.

TinyOS 1.x flushes the reception buffer of the radio transceiver after
processing the first arriving frame. Thus, the frames that arrive during
the processing time of the first frame are discarded. This problem has been
already reported and fixed in TinyOS 2.x. Since the proposed implementation
of IEEE 802.15.4/ZigBee protocol stack was built over TinyOS 1.x, the
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Figure 5.12: The GUI of the Matlab analytical model.

aforementioned problem is overcame by setting the inter-frame spacing (IFS)
time (i.e. time between two consecutive frames) such that no frame arrives
during the frame processing time. A value of IFS equal to 3.07 ms was
measured for any size of data frame.

According to Eq. (5.43), the bandwidth guaranteed by one time slot
for SO = 4 is equal to 3.125 kbps with 100% duty-cycle. Hence, in the
experimental scenario with a 12.5% duty-cycle (i.e. BO = BOmin = 7), the
guaranteed bandwidth of one time slot is equal to RTS = 3.125 · 0.125 =
0.3906 kbps. Let us assume NTS

end−node = 1. Then, according to Eqs. (5.46)
and (5.47), the maximum arrival rates of the sensory data are obtained as
follows:

– rMAX
data = 455 bps for Hsink = 2

– rMAX
data = 683 bps for Hsink = 1

– rMAX
data = 911 bps for Hsink = 0 (root)

As a result of rdata ≤ min
(
rMAX
data

)
and rdata ≤ RTS , an average arrival

rate equal to rdata = 390 bps, which corresponds to 3 frames (256-bit each)
generated during one Beacon Interval (BI = 1.96608 sec), is considered. The
burst tolerance is assumed to be equal to bdata = 576 bits. Hence, each sensor
node transmits sensory data bounded by the arrival curve αdata = 576+390·t.
Note that Network Calculus based analytical model is bit-oriented, which
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means that sensory data are handled as a continuous bit stream with data rate
rdata, while the experimental test-bed is frame-oriented, where data traffic is
organized in frames of a given size. The frames can be generated at constant
bit rate (CBR) or variable bit rate (VBR), but all data traffic must be upper
bounded by the arrival curve αdata (Figure 5.11b).

Finally, let us summarize the complete network setting:

NMAX
router = 2 rdata = 390 bps

NMAX
end−node = 1 bdata = 576 bits

H = 2 IFS = 3.07 ms

SO = 4 (SD = 245.76 ms) LCFP = 15

BO = 7 (BI = 1966.08 ms) ω = 0

MPDUmax = 208 bits macMaxFrameRetries = 0

It is assumed the non-overlapping worst-case TDCS given by the following
sequence of active portions of clusters 11, 01, 12, 24, 23, 21, 22. Note that
the unacknowledged transmissions is only assumed.

5.8.2 Analytical evaluation

Number of retransmissions vs. timing performance

The unreliable and time-varying characteristics of wireless channels can be
minimized using the acknowledgement and retransmission mechanisms. On
the other side, each retransmission decreases guaranteed bandwidth and
increases communication delay as depicted in Figure 5.13. Figure 5.13a
shows the guaranteed bandwidth of one time slot and Figure 5.13b the
theoretical worst-case end-to-end delay as a function of the number of
retransmissions (parameter macMaxFrameRetries) for Hsink = 0. The
guaranteed bandwidth of one GTS time slot (Figure 5.13a) is obtained using
Eq. (5.43) multiplied by the duty-cycle, which is equal to 12.5%. It can be
observed that the minimum guaranteed bandwidth of one time slot is equal
to 130 bps when three retransmissions are enabled. To obtain comparable
end-to-end delays, the same number of time slots must be allocated to each
node when consider different number of retransmissions. Hence, the average
arrival rate of sensory data must be reduced to rdata = 40 bps, for example.
According to the IEEE 802.15.4 standard, the inter-frame spacing IFS is equal
to LIFS or SIFS depending on the length of MAC frame. The other network
settings are the same as mentioned in Section 5.8.1. The worst-case end-
to-end delays obtained by per-flow approach introduces less pesimism than
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(a) The guaranteed bandwidth of 1 time slot. (b) The worst-case end-to-end delay.

Figure 5.13: The worst-case delay and bandwidth as a function of the number of
retransmissions.

the per-hop approach, and end-to-end delays increase with the number of
retransnmissions as shown in Figure 5.13b. These resuls confirm the previous
assumptions. Each retransmission enlarges the worst-case end-to-end delay
by 58% on average, but also increases the reliability of data transmission.

Network planning

The proposed methodology can be used for the planning of the cluster-tree
topology as well. Let us consider the example of a convergecast application
gathering sensory data at the root (i.e. Hsink = 0) and using the network
settings as mentioned in Section 5.8.1. However, in this case, the largest
feasible configuration of the worst-case cluster-tree topology is achieved for
NMAX

router = 2 and H = 2. This means that a feasible worst-case cluster-
tree topology given by the parameters NMAX

router and H satisfies the network
constraints given by the other parameters, namely rdata, bdata, SO, BO,
MPDUmax, IFS, LCFP , ω, macMaxFrameRetries and NMAX

end−node.
To obtain more illustrative results, the length of the IFS is reduced to

the minimum value defined by the 802.15.4 standard (see Section 5.7.1),
rdata = 25 bps, SO = 2, LCFP = 14, and keep the other settings. Figure 5.14a
presents the worst-case end-to-end delay and Figure 5.14b buffer requirement
of the sink router as a function of the height of the tree H and the maximum
number of child routers NMAX

router. In other words, Figure 5.14 presents all
feasible configurations of the worst-case cluster-tree topology, which satisfy
a given network constraints. The numerical values at the columns represent
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(a) The worst-case end-to-end delay. (b) The buffer requirement of the sink router.

Figure 5.14: The worst-case delay and buffer requirement as a function of NMAX
router

and H.

the total number of routers (NTOTAL
router , Eq. (5.36)) in the network. It can be

observed that there can be more feasible configurations for the same number
of routers. For instance, the total number of 31 routers can be achieved
with two configurations, namely H = 2 and NMAX

router = 5 or H = 4 and
NMAX

router = 2. The buffer requirements at the sink router are almost the
same for both configurations (22 kbits and 24.1 kbits, respectively), but the
first configuration provides around half of the worst-case end-to-end delay
(De2e = 22.76 sec) compared with the second configuration (De2e = 44.56
sec). On the other side, the cluster-topology using the second configuration
can spread out over a larger area due to the higher height H. So the system
designer must find a trade-off for a given application-specific implementation.

5.8.3 Experimental evaluation

Buffer requirements

Figure 5.15a presents the theoretical worst-case buffer requirement of the
routers at given depths and as a function of the sink position. It can be
observed that end-nodes have the smallest buffer requirement as they are the
leaves of the tree, and that the buffer requirement grows in the direction of
the sink router. Since the sink can be associate to any router in a WSN
and in order to avoid buffer overflow, all routers at depth i should allocate
a buffer of capacity equal at least to the maximum buffer requirement at a
given depth i (e.g. all routers at depth 0 allocate a buffer of capacity equal
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to 15.995 kbits), which effectively demonstrates how these analytical results
can be used by a system designer.

Figure 5.15b shows the theoretical worst-case buffer requirements com-
pared with the maximum values obtained through real experimentation, for
Hsink = 2. First, the theoretical buffer requirements are divided into three
portions according their origin, as was shown in Section 5.6.1. Observe that
the cumulative effect of the burst is more important than the cumulative
effect of the service latencies. The effect of the service latencies may be more
important for other settings of bdata and rdata. So, the different settings of
the sensory arrival curve affect the buffer requirements. The minor effect
of the upstream service latency at depth 0 is given by the priority rules
(Section 4.4.1), such that the data arriving during the transmit GTS (i.e.
over the upstream link) are stored in the root until the receive GTS (i.e.
downstream link), at the end of the same SD, is active and data is dispatched
(Figure 5.10).

depth
theoretical results experimental results
(worst-case values) (maximum values)

Ri [kbps] NTS
i Qi [kbit] Qi [kbit]

Hsink = 0
0 U 1.7 3 15.995 5.376
1 U 0.39 1 7.329 2.304
2 U – – 2.008 0.768

Hsink = 1

0
D 1.56 4 8.667 3.072
U 1.17 3 – –

1
D – – 14.02 5.376
U 0.39 1 7.257 2.304

2 U – – 2.008 0.768

Hsink = 2

0
D 1.56 4 8.667 3.072
U 1.17 3 – –

1
D 2.34 6 15.966 4.608
U 0.39 1 7.257 2.304

2
D – – 17.3 5.376
U – – 2.008 0.768

end-node 0.39 1 1.344 1.337

Table 5.1: Buffer requirements: theoretical vs. experimental results.

The next observation confirms that the theoretical values upper bound the
experimental values. The pessimism of the theoretical bounds is justified by
the fact that the Network Calculus analytical model is based on a continuous
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(a) The worst-case buffer requirement per router as a function of the
depth and sink position.

(b) The theoretical vs. experimental buffer requirements.

Figure 5.15: The worst-case buffer requirement.
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Figure 5.16: Theoretical vs. experimental data traffic (related to Figure 5.2).

approach (arrival and service curves are continuous) in contrast to the real
stepwise behaviour of data traffic and services (in the test-bed). In practice,
the data is actually transmitted only during its GTS, while in the analytical
model a continuous data flow during the whole BI is considered, since it
represents the average rate and not the instantaneous rate. Figure 5.16
illustrates the problem and shows the arrival and service curves of a sensory
data sent by an end-node to its parent router. The burst of the outgoing
data b∗data (Eq. (5.11)) is equal to QTH

max, in case of the analytical model,
or QEXP

max , in the experimental case. Due to the cumulative flow effect, the
differences between theoretical (QTH

max) and experimental (QEXP
max ) values of

buffer requirement grow with depth. The rate-latency service curve used
in the analysis results from a trade-off between computing complexity and
pessimism.

The numerical values of theoretical worst-case as well as experimental
maximum buffer requirements are summarized in Table 5.1. The bandwidth
requirements given by Eqs. (5.34) and (5.35), and the corresponding number
of time slots are also presented. In Tables 5.1 and 5.2, U means an upstream
router at depth i or an upstream link to a router at depth i, and D means a
downstream router or a downstream link from a router at depth i.
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Delay bounds

Figure 5.17 compares the worst-case, maximum and average values of per-
hop delays bound in each router, and the end-to-end delay bounds for
Hsink = 2. A first observation confirms that theoretical results upper
bound the experimental results. The difference in theoretical worst-case
(DTH

max) and experimental maximum (DEXP
max ) delays (Figure 5.16) is given

by the aforementioned continuous and stepwise behaviours of the analytical
model and test-bed, respectively. The experimental delays comprise mainly
the service latencies (Figure 5.16) decreasing in the direction of the sink
(Figure 5.10). Hence, the maximum per-hop delays also decrease in the
direction of the sink, as can be observed in Figure 5.17. The reduced
downstream delay at depth 0 results from the priority rule (Section 4.4.1).
The end-to-end delays bounds are quite high, even though the bdata and rdata

are low. This is mainly due to high value of SO = 4 (i.e. BI = 1.966 sec).
Hence, the end-to-end delay bounds can be reduced using lower values of
SO or higher bandwidth guarantees, using lower IFS, for example. Observe
also that the worst-case end-to-end delay obtained by the per-flow approach
introduces less pessimism than the delay from the per-hop approach (roughly
by 50% smaller: 27.13 s → 13.65 s, as presented in Table 5.2).

Figure 5.17: The theoretical vs. experimental delay bounds.
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Table 5.2 presents the worst-case, maximum and average numerical
values of per-hop and per-flow delay bounds, and the end-to-end delays
for different sink positions. Note that the average values were computed
from a set of 15 runs, involving the transmission of 1155 frames each.
The theoretical worst-case end-to-end delays are obtained as the sum of
per-hop delays using Eq. (5.39), or by per-flow approach, which results
in the family of service curves as a function of Θ ≥ 0. This analysis
assumes Θ = T + (b2/R) as a trade-off between computation complexity
and optimality. The determination of the optimal service curve, leading to
the lowest worst-case delay, will be addressed in future work.

depth
theoretical results experimental results
(worst-case values) maximum average

Di [sec] Di [sec] Di [sec]

Hsink = 0
1 U 6.257 1.764 1.308
2 U 5.143 1.812 1.602
De2e 14.82/9.69 7.154 4.952

Hsink = 1

0 D 5.547 0.104 0.099
1 U 6.195 1.76 1.728
2 U 5.143 1.809 1.602
De2e 20.31/10.53 7.251 5.471

Hsink = 2

0 D 5.547 0.104 0.099

1
D 6.814 1.812 1.321
U 6.195 1.766 1.728

2 U 5.143 1.814 1.135
De2e 27.13/13.65 9.074 6.325

end-node Ddata 3.425 3.402 2.042

Table 5.2: Delay bounds: theoretical vs. experimental results.

Duty-cycle vs. timing performance

In Section 5.7.3 was mentioned that to maximize the lifetime of a WSN,
low duty-cycles are required. On the other hand, low duty-cycles enlarge the
timing performance of a WSN. These assumptions were confirmed as depicted
in Figure 5.18, which shows the theoretical worst-case and experimental
maximum end-to-end delays as a function of duty-cycle for Hsink = 0.
The value of SO is set to 4 and the decreasing duty-cycles are obtained
by increasing BO. Note that for SO = 4, the minimum BO is equal to 7.
To avoid the lack of bandwidth for smaller duty-cycles, the average arrival
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Figure 5.18: The theoretical worst-case and experimental maximum end-to-end
delays as a function of duty-cycle for Hsink = 0.

rate must be reduce to rdata = 0.190 kbps (note that rMAX
data = 0.195 kbps

for the smallest duty-cycle equal to 3.125%). The other network settings
are the same as in previous experiments. The theoretical worst-case end-to-
end delays are obtained by per-hop and per-flow approaches (Section 5.6.2).
The observation again confirms that the theoretical results upper bound
the experimental results, and the worst-case delay obtained by the per-flow
approach offers less pessimism than the delay from the per-hop approach.

5.9 Discussion on mobility support

This section outlines several issues related to how to support the sink mobility
in a cluster-tree WSN.

5.9.1 Adapting the logical topology

All network nodes (i.e. routers and end-nodes) are assumed to be static;
note that even the sink router is static - only the sink entity can be mobile.
Considering the mobile sink behaviour, the logical topology has to be adapted
to allow sensory data to reach the new sink location. Two approaches
to mobile sink behaviour are assumed: topology update (Figure 5.19a),
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Figure 5.19: Two approaches to mobile sink behaviour: a) topology update; b)
topology rebuilding.

applicable to the cases where the sink moves more frequently (i.e. in a
continuous fashion), and topology rebuilding (Figure 5.19b), applicable to
the cases where the sink changes location less frequently (sporadically).
Generally, the topology update approach should be chosen when the network
inaccessibility time resulting from the topology rebuilding is greater than
the maximum time between two consecutive sink movements (i.e. two
consecutive sink associations with different sink routers).

The topology update

When the sink moves very frequently, it might be more adequate to keep the
logical topology unchanged (the same original root and network deployment).
Hence, the path of data flows in the direction of the sink has to be updated
accordingly (dubbed topology update). The length of this updated path is
equal to the number of hops between the previous and current sink router
positions. In the worst-case, when the sink moves between two farthest
routers of different sub-trees of the root, the length of the update path
becomes twice the height of the cluster-tree. Thus, the network inaccessibility
time will depend on the length of the update path and on the TDCS. In case of
the worst-case TDCS, the inaccessibility time is expressed as the period of the
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WC-TDCS multiplied by the length of the update path. This inaccessibility
time is much smaller than the network inaccessibility time resulting from the
topology rebuilding (see next), and also the energy consumption during the
topology update is expected to be lower. On the other hand, the resource
requirements (i.e. the resources guaranteed along the longest data path) in
the updated topology are higher as compared to the rebuilt topology. It
results in a balanced topology with unbalanced load requiring higher energy
consumption and higher end-to-end delay bounds.

The topology rebuilding

When the sink moves infrequently, it might be more adequate to rebuild the
logical topology from scratch, according to the current position of the sink
(dubbed topology rebuilding). The current sink router becomes the root of
the tree and initiates the logical topology rebuilding of the cluster-tree WSN.
The rebuilt cluster-tree topology may keep the same worst-case parameters
or exceed some of them (e.g. the height of the tree). There can be more than
one feasible cluster-tree topology. Consequently, this topology rebuilding
procedure introduces higher network inaccessibility times and consumes more
energy as compare to the previous approach. On the other hand, the run
time resource requirements in this approach are lower as compared to the
updated topology, resulting in reduced delay and buffer bounds. It results in
a balanced topology with balanced load requiring lower energy consumption
and lower end-to-end delay bounds.

5.9.2 Routing protocol

Although it is not a main focus of this work, in this section a simple routing
protocol is proposed. For comparing purpose, let us consider the example of
the tree routing protocol described in the ZigBee specification [10]. It relies on
a distributed address assignment mechanism that provides a finite sub-block
of hierarchical unique network addresses to each parent router. Since the tree
routing algorithm is address-based, each node requires assignment of a unique
network address from its parent router. If a parent router lacks available
addresses, the address assignment mechanism imposes address redistribution,
causing some network inaccessibility time. Conversely, the proposed routing
protocol reduces the inaccessibility time and simplifies the joining of new
nodes. The messages are routed locally, from cluster to cluster, until reaching
the sink. Thus, the node’s address must be unique only between the adjacent
clusters, and a joining node is assigned an arbitrary unused address. On the
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other hand, the proposed protocol is only suitable for a cluster-tree WSN
where all data flows are routed to the sink.

Routing algorithm

The algorithm assumes that each router is assigned an address, prior to run-
time, which is unique with respect to its adjacent clusters. New router’s
parameter, called next hop to sink (referred to as NH2S hereafter), is
defined. The value of this parameter is equal to the address of the next
router on the path towards the current sink; all incoming traffic is forwarded
to this direction. In case of the sink router, this parameter is equal to its
own address. After the cluster-tree topology is built up (or rebuilt in case
of the topology rebuilding approach), the NH2S parameter of each router
contains the address of its parent router (in the cluster-tree hierarchy) or its
own address in case of root, and the sink is initially associated to the root.

Route update algorithm

In case of the topology update approach, the path of data flows in the
direction of the sink has to be updated, to enable data flows to be correctly
routed to the sink. The route update algorithm is proposed as a part of
the routing protocol that tracks the frequently moving sink and updates the
NH2S parameters of the relevant routers.

This algorithm is illustrated in Figure 5.20 and is described next. Let us
assume that the sink has moved (from R01, in Figure 5.20a) and associated to
another router (R22). The current sink router must notify all routers along
the update path to the previous sink router position (R01). The routers
along the update path (R22, R11 and R01) update their NH2S parameters.
On the contrary, the routers out of the update path keep the same NH2S
values. First, the current sink router (R22) sends an update path message
to its next hop to sink router (R11) and then updates its NH2S parameter
with its own address. After receiving this update path message, the next
router (R11) on the update path sends another update path message to its
next hop to sink router (R01) and then updates its NH2S parameter with
the source address embedded in the received update path message (R22).
This procedure is repeated router by router until reaching the former sink
router (i.e. a router which NH2S parameter is equal to its own address -
R01). The former sink router (R01) does not send a new update path message
and only updates its NH2S variable with the source address of the received
update path message.



122 Chapter 5 Dimensioning and worst-case analysis of cluster-tree WSNs

(a) The illustration of the route update algorithm.

Route Update Algorithm

01: if I am current sink router

02: send update path (SrcAddr = my address, DestAddr = NH2S)
03: NH2S = my address

04: else

05: wait for an update path

06: int src address = update path (SrcAddr)

07:

08: if NH2S != my address

09: /* I am not the former sink router,

i.e. the end of the update path */

10: send update path (SrcAddr = my address, DestAddr = NH2S)
11: end

12:

13: NH2S = src address

14: end

(b) Pseudo-code of the route update algorithm running at each router.

Figure 5.20: The route update algorithm.
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During the update process, just some links between correspondent routers
are reversed, thus not impacting the entire network (involving the minimum
number of routers/messages), so normal network operation can quickly be
resumed. As a result, this algorithm requires a minimum amount of control-
related traffic and reduces network inaccessibility times (the computation of
these inaccessibility times is out of the context of this work).

5.10 Conclusions

Modelling the fundamental performance limits of Wireless Sensor Networks
(WSNs) is of paramount importance to understand their behaviour under
the worst-case conditions and to make the appropriate design choices.
In that direction this chapter contributes with a methodology based on
Network Calculus, which enables quick and efficient worst-case analysis and
dimensioning of static or even dynamically changing cluster-tree WSNs where
the data sink can either be static or mobile, i.e. can be associated to
any router in the WSN. The proposed analytical methodology (closed-form
recurrent expressions) enables to guarantee the routers’ buffer size to avoid
buffer overflows and to minimize clusters’ duty-cycle (maximizing nodes’
lifetime) still satisfying that messages’ deadlines are met.

The chapter also shows how to instantiate the generic methodology in
IEEE 802.15.4/ZigBee, which are promising technologies for WSN applica-
tions. Finally, based on the Commercial-Off-The-Shelf (COTS) technolo-
gies, namely TelosB motes [14] running open-ZB protocol stack [71] over
TinyOS [72], a multiple cluster test-bed has been configured. This test-bed
enabled to assess the validity and pessimism of the worst-case theoretical
results (buffer requirements and message end-to-end delays), by comparing
these to the maximum and average values measured in the experiments. The
results confirm that the theoretical values upper bound the experimental
values, the buffer requirements grow in the direction of the sink, and the
end-to-end delays increase with number of retransmissions. The observation
also shows that the worst-case end-to-end delay obtained by the per-flow
approach offers less pessimism than the delay from the per-hop approach
(roughly by 50%). Using the proposed methodology for the planning of the
cluster-tree networks is demonstrated by the illustrative example.

The future work includes improving the current methodology to encom-
pass clusters operating at different duty-cycles and to provide a model that
enables real-time control actions, i.e. the sink assuming the role of controlling
sensor/actuator nodes.
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APPENDIX

5.A Table of symbols

The following table reports the symbols that are used through the Chapter 5,
along with their definition.

Symbol Definition

R(t) input cumulative function

R∗(t) output cumulative function

α(t) arrival curve

β(t) guaranteed service curve

α∗(t) output bound constraining the output function R∗(t)

Dmax delay bound

Qmax backlog bound

� min-plus deconvolution

⊗ min-plus convolution

βeq
1 (t,Θ) equivalent service curve for flow 1

1{expr} 1{expr} is equal to 1 if expr is true, and 0 otherwise.

(x)+ (x)+ = max(0, x)

αb,r(t) affine arrival curve with rate r and burst size b

βR,T (t) rate-latency service curve with rate R and latency T

H height of the tree

NMAX
end−node maximum number of child end-nodes

NMAX
router maximum number of child routers

Hsink maximum depth of the sink router

βend−node(t) rate-latency service curve guaranteed to end-nodes

αdata(t) affine arrival curve constraining sensory data

ᾱi(t) affine arrival curve constraining the input function R(t)

of a router at a depth i

α∗i (t) output bound constraining the output function R∗(t)

of a router at a depth i
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βi(t) rate-latency service curve guaranteed by a router at depth i

ω binary variable which is equal to 1 if routers have sensing

capabilities; otherwise ω is equal to 0

QiU the required buffer size of an upstream router at a depth i

DiU delay bound between a child router at depth i

and its parent router at depth i− 1

DiD delay bound between a parent router at depth i

and its child router at depth i+ 1

De2e the worst-case end-to-end delay

Table 5.3: Table of symbols.
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Chapter 6

Conclusions

This thesis addresses several problems and open research issues in the area
of design and performance evaluation of the cluster-tree Wireless Sensor
Networks (WSN) focusing on the energy efficient and real-time behaviour.
The proposed methodologies are instantiated in the IEEE 802.15.4/ZigBee
beacon-enabled cluster-tree WSNs, as an illustrative example that confirms
the applicability of general approach to specific protocols. The IEEE
802.15.4/ZigBee protocols, which are the leading technologies for WSNs, have
been chosen for their ability to provide predictable QoS guarantees for the
time-sensitive and energy efficient wireless sensor applications.

Since the simulation is important approach to developing and evaluating
the systems, the Opnet simulation model of the IEEE 802.15.4/ZigBee
protocols has been proposed in Chapter 3. This chapter also provides the
performance evaluation of the GTS mechanism, comparing the obtained
simulation results with the ones that were previously obtained using an
analytical model based on Network Calculus. The behaviours of both models
are roughly identical in terms of the GTS data throughput and the media
access delay. An optimal setting of the IEEE 802.15.4 GTS mechanism for
obtaining maximum data throughput and minimum delay has also been
proposed. For applications with low data arrival rates and low buffer
capacities, the maximum utilization of the allocated GTS is achieved for
low SOs (3–4). However, the SO equal to 2 is the most suitable value for
providing real-time guarantees in time-sensitive WSNs, since it grants the
minimum access delay for the GTS frames. High SOs are not suitable for
ensuring efficient usage of the GTS neither in terms of data throughput nor
media access delay.
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The Chapter 4 shows how to minimize the energy consumption of the
nodes by setting the beacon interval (TDCS period) as long as possible
while respecting all parameters of data flows and avoiding possible inter-
cluster collisions in a static cluster-tree WSN with predefined set of time-
bounded data flows. Since the problem is formulated as a cyclic extension
of RCPS/TC, the users are not restricted to a particular implementation
but they can make a similar extension to any of the algorithms solving this
problem. In this chapter, the solution is shown on iterative calls of the ILP
algorithm, which gives acceptable performance for middle-sized WSNs.

Modelling the fundamental performance limits of WSNs is of paramount
importance to understand their behaviour under the worst-case conditions
and to make the appropriate design choices. In that direction the Chapter 5
contributes with a methodology based on Network Calculus, which enables
quick and efficient worst-case analysis and dimensioning of static or even
dynamically changing cluster-tree WSNs where a static or mobile sink gathers
data from all sensor nodes. The proposed analytical methodology (closed-
form recurrent expressions) enables to guarantee the routers’ buffer size
to avoid buffer overflows and to minimize clusters’ duty-cycle (maximizing
nodes’ lifetime) still satisfying that messages’ deadlines are met. The experi-
mental study assess the validity and pessimism of proposed methodology and
shows how this methodology can be used for the planning of the cluster-tree
networks. The results confirm that the theoretical values upper bound the
experimental values, and the buffer requirements grow in the direction of the
sink router. The observation also shows that the worst-case end-to-end delay
obtained by the per-flow approach offers less pessimism than the delay from
the per-hop approach (roughly by 50%).

The communication errors such as message corruption or message loss
come from unreliable and time-varying characteristics of wireless channels.
To increase the reliability of data transmission, the acknowledgement and
retransmission mechanisms are employed. On the other side, the simulation
and experimental results performed in this thesis demonstrate that each
retransmission also increases the energy consumption of the nodes and the
end-to-end communication delay. Hence, the interdependence of reliability,
energy consumption and timeliness make the network design more complex.

Using the proposed methodologies and simulation model, system design-
ers are able to configure the IEEE 802.15.4/ZigBee beacon-enabled cluster-
tree WSNs and easily find the trade-off between the reliability of data
transmission, the energy consumption of the nodes and the end-to-end
communication delay for a given application-specific implementation prior
to the network deployment.
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